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PREFACE 

International Conference on Interdisciplinary Applications of Artificial Intelligence 2021 

(ICIDAAI’21) was organized online from 21-23 May 2021. This was the first virtual 

conference which was organized in collaboration with Yalova University, Istanbul 

University, Kocaeli University, Sakarya University, Bursa Techical University, UET 

Lahore University, Matej Bel University, University of Tlemcen, Universite 8 Mai 1945 

Guelma, International Vision University, Bulgarian Academy of Sciences, Lahore Leads 

University and IQRA National University. 

There were 106 presentations for the virtual conference. A secured platform was used for 

virtual interactions of the participants. After the virtual conference, there was a call for 

full papers to be considered for publication in the conference proceedings. Manuscripts 

were received and they were processed and peer reviewed. These manuscripts cover a 

range of Artificial Intelligence topics from social sciences to physical sciences. 

We hope that these chapters will add to literature, and they will be useful references. To 

conclude, ICIDAAI’21 was a successful event, and we would like to thank all those who 

have contributed. We would also like to thank the Organizing and International Advisory 

committee members, the participants, and the reviewers.  

 

Editors 
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Abstract—Land, labor, enterprise, and capital are 

mentioned that four basic factors of production. With the 

emerging internet technologies, people are able to explain their 

ideas more easily and efficiently at a global level. Developments 

have led to the modification of the factors of production to the 

situation. When entrepreneurs realized that they could use 

technology to meet their capital needs, they continued their 

search for funds through individualization (1). In this context, 

crowdfunding platforms, which do not have any physical 

facilities, are born digitally and operate digitally, have started 

to be established. Capital, which is also an important problem 

for developers of artificial intelligence that can be used in 

almost every aspect of our daily lives, can be solved in this way. 

Aware of this, artificial intelligence developers have begun to 

express themselves as more members of crowdfunding sites (2). 

The main sources of funding for mass funding sites include 

individual donations. Thus, people who are involved in daily 

life as consumers have also gained the role of funders. This 

situation also provides spiritual satisfaction for people both in 

terms of internal satisfaction and the possibility that they may 

leave a lasting idea or product in the world. Keywords—

crowdfunding, capital, entrepreneurship 

I.  METHOD 

Our study examines crowdfunding websites that are 
operating in Turkey or the USA and listed with the keywords 
"crowdfunding", "funding", "find funds" in the Google 
search engine. Although crowdfunding in the USA is a deep-
rooted concept, it is still a new concept in Turkey (3). Within 
the websites that meet the criteria, searches were carried out 
with the keyword "Artificial Intelligence" (AI). Among the 
results, the fund targets of the campaigns, the tools they use 
in promotion, and the products/services sold for the fund 
were compared. Our study aims to guide entrepreneurs who 
will use mass funding in the field of artificial intelligence.  

The term "kitlesel fonlama" is used to reach the 

crowdfunding websites which are operated in Turkey. For 

the content analysis, top two website was chosen in search 

results according to Alexa Page Rank. On the first page, 

there are 12 websites with paid and organic results. In the 

results, only 2 of them are actively performed as 

crowdfunding websites. They are fongogo.com and 

arikovani.com. In-page search, we used the term "yapay 

zeka" keyword to represent AI results. Arikovani.com has 

five projects, and fongogo.com has three projects according 

to AI. 

To identify crowdfunding websites based in the USA, the 
proxy has changed for USA IP location. On the first page, 
there are 12 websites with paid and organic results. In the 
results, 5 of them are actively performed as crowdfunding 
websites. The top 2 websites are indiegogo.com and 
kickstarter.com. In-page search, "artificial intelligence" was 
used as a keyword. Indiegogo.com has seven results. 
Kickstarter.com has 256 results. 

II.  RESULTS AND DISCUSSION 

The webpage has various visual elements. The publishers 
can able to use pictures, graphics, gif elements, videos to 
present their idea. Crowdfunding websites are one of the 
platforms to use rich media elements. Entrepreneurs who 
register crowdsourcing platforms wish to find funds in a 
limited time period. For that reason, they also have limited 
time to represent themselves. They try to tell their ideas to 
potential supporters. Both Turkey and the USA originated 
crowdsourcing platforms that have the feature for rich media 
options. On the other hand, artificial intelligence is an 
emerging concept along with entrepreneurs. USA 
Crowdsourcing platforms are frequently supporting artificial 
intelligence projects. Turkey crowdfunding websites have a 
limited number of results according to artificial intelligence. 
One of the important elements of the crowdfunding system is 
assurance. The lack of legal regulation regarding the 
crowdfunding concept in Turkey makes it difficult to 
establish assurance. Before a product or service goes into 
production, it is displayed on crowdfunding sites. 
Entrepreneurs can create prototypes. However, Turkish 
visitors are not willing to support the early stage of the 
project. Therefore, awareness should be created in terms of 
consumer (4). There are three main actors in crowdfunding 
websites. There are entrepreneurs, visitors, and website 
platforms. Each one wants to maximize their profit. 
Entrepreneurs want to get more support. Visitors want to 
increase their benefit of the product. Website platforms want 
to reach more visitors and entrepreneurs. Crowdfunding 
websites should reach more audiences to increase AI-related 
projects. To create awareness among AI developers, 
crowdfunding websites can enlarge their promotion activities 
to local developer communities. To integrate university 
students into the system, crowdfunding websites can create 
special activities for young developers. Kickstarter.com has a 
guide for young developers, which is called "Creator 
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Handbook." The handbook enables young entrepreneurs to 
create well-developed project pages.  

In future studies, the awareness of the crowdfunding 
concept can be examined on the basis of various countries. 
Thus, the activities of crowdfunding sites established 
regardless of location in various countries can be 
differentiated. Each culture's unique entrepreneurship 
understanding can be addressed. Thus, more inclusive 
strategies can be put forward for artificial intelligence 
developers. 
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Abstract—Stock markets are an investment tool that shows 

instant changes in share values and keeps high returns and 

risks together. Therefore, it has been the subject of many 

forecasting studies. In this study, the effects of learning rules 

on the forecasting accuracy values of artificial neural network 

models developed to predict the BIST-30 index values are 

examined. As a result, the learning rules clearly cause to 

produce the significant differences on the model success. 

Through the Post Hoc Test conducted, the learning rule (i.e., 

Step) was determined as more successful than the others. 

Keywords—ANOVA analysis, artificial neural network, 

BIST-30 index, forecasting, learning rule 

I.  INTRODUCTION 

Individuals can make their investments by directing the 
savings to a number of investment tools from the past to the 
present. It is the aim to secure the future by saving or to 
reach a planned amount. For this reason, various investment 
tools have existed throughout the history. The followings are 
given as an example: Gold, deposits, foreign exchange, repo, 
bonds and stocks. Among these, stocks are the type of 
investment tools which the risk and return are very high. In 
addition, stocks have always attracted the attention of 
investors. In the circumstances, it has always been a matter 
of curiosity to predict stock market prices and what the 
future price of stocks will be. The desire to gain more profit 
by keeping the return high and the risk low has forced the 
researchers to conduct scientific research on stock markets. 

Artificial neural networks (ANN) are popularly used in 
forecasting the stock market prices. Learning rules in the 
methodology of artificial neural networks are one of the most 
important factors affecting the success of the models. In this 
study, it is aimed to investigate the effects of learning rules 
on the success of ANN models. 

The remaining of the paper is organized as follows: 
Section 2 summarizes the literature of ANN application on 
stock markets, Section 3 explains the material and methods. 
Section 4 discusses the results and Section 5 concludes the 
study, respectively. 

II.  LITERATURE REVIEW 

In the literature, stock markets have been the focus of 
many research areas for few decades, especially in the field 
of forecasting. Stock market index values were estimated by 
using both univariate time series and multivariate time series. 
For example, Guresen, Kayakutlu and Daim [1] Laboissiere, 
Fernandes and Lage [2], Qui, Song and Akagi [3] and 
Moghaddam, Moghaddam and Esfandyari [4].  

Some forecasting models are compared with ANN 
method to produce better estimates of stock prices. For 
example, ANN and Adaptive Exponential Smoothing 
Method by Faria, Albuquerque, Gonzalez, Cavalcante and 
Albuquerque [5], ANN and Support Vector Machine (SVM) 
by Kara, Boyacioglu and Baykan [6] and, Regression, ANN 
and SVM by Sheta, Ahmed and Faris [7].  

These forecasting methods have been integrated with 
different methods to generate more reliable and accurate 
estimates. For example, genetic algorithms and ANN 
integrated by Kim and Han [8] on the other hand, Hadavandi, 
Shavandi and Ghanbari [9] propose an approach combining 
the ANN and genetic fuzzy systems.  

A number of researchers have reviewed the literature 
regarding to the artificial neural network forecasting models 
developed within a certain period. For example, Dase and 
Pawar [10] investigate the literature for the application of 
ANN to predict the stock markets for the period between 
1990 and 2010. Li and Ma [11] and Vui, Soon, On, Alfred 
and Anthony [12] research how studies applied the ANN to 
financial stock markets.  

In this study, it is aimed to fill the gap of the literature in 
this area by investigating the effects of learning rules on the 
forecast accuracy of forecasting models developed with 
ANN.  

III.  MATERIAL AND METHOD 

This study proposes a two-stage approach: In the first 
stage, an artificial neural network model is developed to 
estimate the BIST-30 Index values. In the second stage, an 

mailto:muhammedordu@osmaniye.edu.tr
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ANOVA analysis is conducted for the effects of different 
learning rules on the success of the forecasting model in 
stock market index prediction. The structure of the developed 
ANN model is as follows: The number of hidden layers is 
one and the number of hidden neurons is five. The activation 
function is the Hyperbolic Tangent, and the following six 
different learning rules are taken into account: Step, 
Momentum, Conjugate Gradient, Levenberg-Marquardt, 
Quickprop and Delta Bar Delta. Our model includes 10 
inputs and 1 output. The followings are our inputs: Exchange 
rate of USA dollar, industrial production index value, 
consumer price index changes, gold price, deposit interest 
rate, rate of export change, rate of import change, 
unemployment rate, GDP value, the BIST-30 index value at 
the previous period. Output is the estimates of BIST-30 
index value. The Adjusted R-Squared is considered as the 
forecast accuracy. 

In the second stage, the effects of six learning rules above 
on the forecast accuracy measured by our ANN models are 
examined. After that, one-way ANOVA analysis is 
performed and then, whether there exist the significant 
differences between learning rules or not is determined by 
carrying out the Post Hoc Tests (i.e., Tukey).  

IV.  RESULTS AND DISCUSSION 

In the study, six different artificial neural network models 
have been developed depending on the number of learning 
rules. Each of these models was run with 50 replications. 
Thus, a dataset consisting of a total of 300 data was obtained. 
This data set contains the Adjusted R-Squared value and 
learning rule for each experiment. One-way ANOVA 
analysis was conducted to examine the effects of learning 
rules on the Adjusted R-Squared values. Table I shows the 
results of the normality test and according to the significance 
values obtained as a result of the normality test, the dataset 
belonging to each learning rule conforms to the normal 
distribution. 

TABLE I. TEST OF NORMALITY 

Dependent 
Variable 

Learning Rules 
Kolmogorov-Simirnov 

Statistic df Sig. 

R-Squared 

Step 0.118 50 0.079 

Momentum 0.100 50 0.200 

Conjugate Gradient 0.099 50 0.200 

Levenberg-Marquardt 0.106 50 0.200 

Quickprop 0.087 50 0.200 

Delta Bar Delta 0.093 50 0.200 

Table II presents the results of ANOVA analysis. 
Accordingly, significance value is clearly less than 0.05 and 
there exist the significant differences in terms of the 
Adjusted R-Squared values amongst the learning rules.  

TABLE II. ANOVA ANALYSIS 

ANOVA 

Analysis 

Sum of 

Squares 
df 

Mean 

Square 
F Sig. 

Between 

Groups 
4.372 5 0.874 283.540 0.000 

Within 

Groups 
0.907 294 0.003   

Total 5.279 299    

The Post Hoc Test is carried out to better understand 
which the learning rules are different from each other and for 
this, Tukey test is conducted. Table III gives the results of 
the Tukey test. According to the results, significance values 
are less than 0.05 and means are different from each other. 
Step is more successful than others, Momentum gives more 
accurate estimates than only Quickprop which produces the 
better estimates than all learning rules except Step. 
Conjugate Gradient have the better of Momentum and Delta 
Bar Delta. On the other hand, Levenberg-Marquardt is 
superior than only Momentum, Conjugate Gradient and 
Delta Bar Delta. 

TABLE III: THE TUKEY TEST RESULTS 

Learning 

Rules  

(1) 

Learning 

Rules  

(2) 

Mean 

Differences  

(1-2) 

Standard 

Error 

Step (S) 

M 0,255337300* 0,011106949 

CG 0,204929320* 0,011106949 

L-M 0,112319620* 0,011106949 

Q 0,035980540* 0,011106949 

DBD 0,341933280* 0,011106949 

Momentum 
(M) 

S -0,255337300* 0,011106949 

CG -0,050407980* 0,011106949 

L-M -0,143017680* 0,011106949 

Q -0,219356760* 0,011106949 

DBD 0,086595980* 0,011106949 

Conjugate 

Gradient 

(CG) 

S -0,204929320* 0,011106949 

M 0,050407980* 0,011106949 

L-M -0,092609700* 0,011106949 

Q -0,168948780* 0,011106949 

DBD 0,137003960* 0,011106949 

Levenberg-
Marquardt 

(L-M) 

S -0,112319620* 0,011106949 

M 0,143017680* 0,011106949 

CG 0,092609700* 0,011106949 

Q -0,076339080* 0,011106949 

DBD 0,229613660* 0,011106949 

Quickprop 

(Q) 

S -0,035980540* 0,011106949 

M 0,219356760* 0,011106949 

CG 0,168948780* 0,011106949 

L-M 0,076339080* 0,011106949 

DBD 0,305952740* 0,011106949 

V.  CONCLUSION 

This study has addressed the importance of variations of 
the different parameters in the artificial neural network 
forecasting models. Learning rules is one the parameters in 
ANN modelling and closely related to the more robust and 
accurate estimates. In this study, six different learning rules 
are investigated in terms of their effects on forecast accuracy 
(i.e., Adjusted R-Squared). All of them excluding Step and 
Delta Bar Delta is able to dominate each other in the study. 
In this study, Step is the best learning rule whereas Delta Bar 
Delta is the worst. This study reveals that different 
parameters can be successful in producing better estimates. 
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Abstract— Deep artificial neural networks have been 

popular for time series forecasting literature, recent years. 

The recurrent neural networks present more suitable 

architectures for forecasting problem than other deep neural 

network types. The simplest deep recurrent neural network 

type is simple recurrent neural networks according to the 

number of employed parameters. These neural networks can 

be preferred to solve the forecasting problem because of 

their simple structure if they are well trained. Unfortunately, 

the training of simple recurrent neural networks is 

problematic because of exploding or vanishing gradient 

problem. In this study, a new training algorithm is proposed 

based on particle swarm optimization. The algorithm does 

not use gradients so it has not vanished or exploding 

gradient problem. The performance of the new training 

algorithm is compared with long short term memory which 

is trained by adam algorithm by using some stock exchange 

time series.  At the end of the analysis processes, the 

proposed method produces more accurate forecast results 

than long short term memory. 

Keywords—deep learning, recurrent neural networks, 

forecasting, particle swarm optimization 

I.  INTRODUCTION  

Early forecasting methods were based on probability 
theory and they were generally statistical methods. Recent 
years, machine learning methods and their hybridization 
with statistical methods have become popular, day by day. 
Machine learning methods do not need any probabilistic or 
statistical assumptions. Machine learning methods use 
nonlinear structures and soft models. Artificial neural 
networks are an important class of machine learning 
methods. Artificial neural networks can be classified into 
two groups shallow and deep artificial neural networks. 
Deep artificial neural networks use more parameters than 
shallow artificial neural networks. Deep artificial neural 
networks use parameter sharing approach so they process 
more data with less parameter than shallow neural 
networks. Deep artificial neural networks produced 
successful forecast results in the forecast competitions. 
Especially, the methods based on long short term recurrent 
neural networks have top ranks in the competitions. Long 
short term memory artificial neural network proposed by 
Hochreiter et al. (1997) to solve vanishing and exploding 
gradient problem of simple recurrent artificial neural 
networks. Although the problems of simple recurrent 

artificial neural networks, the number of parameters in 
long short term memory dramatically increase because of 
various gates. Instead of using various gates in the 
recurrent neural networks, gradient-free algorithms can be 
preferred to train simple recurrent neural networks. So 
forecasting problems can be solved by using fewer number 
parameters than long short term memory. 

The recurrent neural networks employed for 
forecasting problem in some researches in the literature. 
Moalla et al. (2017) and Yao et al. (2018) proposed a 
particle swarm optimization based long short term memory 
forecasting method.   Chung and Shin (2018) proposed 
long short term memory based on a genetic algorithm 
approach to forecasting the Korean Stock Price Index. 
Chen et al. (2018), Stajkowski et al. (2020) used long short 
term memory with a genetic algorithm to predict network 
traffic. Shao et al. (2019) proposed a nickel-metal price 
prediction model based on a particle swarm optimization 
algorithm with long-short-term memory. Lu et al. (2020) 
proposed a hybrid method based on the convolutional 
neural network and long short term memory for forecasting 
of stock price data. Gundu and Simon (2020) proposed the 
long-term memory neural network model based on an 
advanced particle swarm optimization for forecasting the 
closing price of the Indian Energy Exchange. 

In this study, a new gradient-free algorithm based on a 
modified particle swarm optimization method is proposed 
for the training of the simple deep recurrent neural network 
to forecast single-variable time series. The proposed 
method method uses a fewer number of parameters than 
long short term memory. Moreover, the proposed method 
does not have vanishing or exploding gradient problem 
because particle swarm optimization does not need 
gradients of the objective function. In the second section of 
the paper, the proposed method is introduced. In the third 
section, application results are given. The last section is 
about conclusions and discussions.  

II.  A NEW TRAINING ALGORITHM  

The new training algorithm is given step by step as 
follows: 

Step 1. The parameters of the particle swarm optimization 

algorithm are determined. 

mailto:eren.bas@giresun.edu.tr
mailto:erol.egrioglu@giresun.edu.tr
mailto:emine.kolemen@giresun.edu.tr
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Step 2. The initial positions and velocities are randomly 

generated. The positions of the particle swarm 

optimization are weights and biases of simple deep 

recurrent neural networks. The outputs of simple deep 

recurrent neural network with one hidden layer are 

calculated with the following formulas.   

                        (1) 

                                       (2) 

 
The total number of weights and biases is 

 because the dimensions of weights and 

biases are , , ,  and 

). 

Step 3. For each particle, the fitness function values are 

calculated as mean square error for training data. 

Step 4. Pbest (the memory for each particle) and gbest 

(the memory for the swarm) are constituteStep 5. The new 

velocities and positions are calculated. 

Step 6. Pbest and gbest are updated. 

Step 7. The early stopping rule is checked. If the rule is 

not satisfied go to Step 5. 

Step 8. The algorithm is ended. 

III.  APPLICATION  

In the application section, Dow Jones data set is used. 
The data set was downloaded from Yahoo Finance 
Website (https://finance.yahoo.com). The series is called 
“Dow Jones Industrial Avarage (DJI), DJI-DJI Real-Time 
Price. Currency in USD”. Data set is constituted from 5 
daily opening prices for years 2014-2018. Five time series 
are solved by using Long Short Term Memory (LSTM) 
deep neural network, simple recurrent neural network 
(SRNN) artificial neural network method. The number of 
inputs is changed from 1 to 5 by 1 increment in all 
artificial neural networks applications. In application of 
LSTM and SRNN number of hidden layers is changed 
from 1 to 5 by 1 increment. Each methods is applied 30 
times by using random initial weights. In the application, 
the time series is divided into three parts as training, 
validation and testing data. Training data was used to train 
artificial neural network and validation data were used to 
select best configuration or parameter tuning in the 
architecture of the artificial neural network. The test set 
was used to compare performance of the different artificial 
neural network methods. The best conclusion are given in 

Table 1 for methods. 

The statistics for mean and standard deviation values of 
root of mean square errors (RMSE) values calculated for 
the test set are given in Table 1. The SRNN is the best 
method according to mean, stardard deviation for 2017 and 
2018 years. According to all results, it can be said that 
SRNN method can produce more robust and accurate 
results than the LSTM. 

 

 

TABLE I.   STATISTICS FOR RMSE VALUES FOR THE TEST 

DATA 

Year Methods Mean Standard Deviation 

2017 
LSTM 107.3676 2.5088 

SRNN-PSO 104.1725 0.7734 

2018 
LSTM 454.4992 9.4840 

SRNN-PSO 438.3752 0.9052 

REFERENCES 

[1] Hochreiter S, Silva PCL, Schmidhuber J , “Long short-term 
memory,” Neural Computations vol. 9,  pp.1735-1780, 1997. 

[2] Moalla. H, Elloumi. W, Alimi, A. M, “Hybrid LSTM trained by 
PSO for online handwriter identification,” In International 
Conference on Neural Information Processing pp. 41-50, Novenber 
2017. 

[3] Yao.Y, Han. L, Wang. J, “Long short-term memory ship motion 
prediction based on particle swarm optimization,” In 2018 IEEE 
CSAA Guidance, Navigation and Control Conference 
(CGNCC) pp. 1-5 IEEE, August 2018. 

[4] Chung. H, Shin. K. S, “Genetic algorithm-optimized long short-
term memory network for stock market 
prediction,” Sustainability, vol. 10, pp. 3765, October 2018. 

[5] Chen. J, Xing. H, Yang. H, Xu. L, “Network Traffic Prediction 
Based on LSTM Networks with Genetic Algorithm,” 
In International Conference On Signal And Information Processing, 
Networking And Computers pp. 411-419, Springer, Singapore, 
November 2018. 

[6] Shao. B, Li. M, Zhao. Y, Bian. G, “Nickel Price forecast based on 
the LSTM neural network optimized by the improved PSO 
Algorithm.,”Mathematical Problems in Engineering,   September 
2019. 

[7] Stajkowski. S, Kumar. D, Samui. P, Bonakdari. H, Gharabaghi. B, 
“Genetic-algorithm-optimized sequential model for water 
temperature prediction.,”Sustainability,  vol.12  ,  pp. 5374 ,  July 
2020. 

[8] Lu. W, Rui. H, Liang. C, Jiang. L, Zhao. S, Li. K, “A method based 
on GA-CNN-LSTM for daily tourist flow prediction at Scenic 
Spots,” Entropy, vol.22, pp.261, February 2020. 

[9] Gundu. V, Simon. S. P, “PSO–LSTM for short term forecast of 
heterogeneous time series electricity price signals.,” Journal of 
Ambient Intelligence and Humanized Computing, pp. 1-11,2020.



1st International Conference on International Conference on Interdisciplinary Applications of Artificial Intelligence (ICIDAAI)  

May 21-23, 2021 

 

 

8 

 

Size Optimization of Trusses with Automatic 

Member Grouping: Performance Issues 
 

Yusuf Cengiz Toklu (Prof.) 

Department of Civil Engineering 

Beykent University 

İstanbul, Turkey 

cengiztoklu@gmail.com

Hakan Özbaşaran (Assoc. Prof.) 

Department of Civil Engineering 

Eskişehir Osmangazi University 

Eskişehir, Turkey 

ozbasaran@ogu.edu.tr 

EXTENDED ABSTRACT 

The size optimization process searches for the member 
sections of the structure that lead to best feasible design. 
The size optimization is preferred to simultaneous size, 
shape and topology optimization mostly to protect the 
architectural form. It is well known by the practitioners 
that the number of the section types used in a structural 
design significantly affects the applicability; the 
construction time of a design increases by the section type 
count since there are many factors involved from supply to 
assembly mistakes. Therefore, the structural members are 
grouped and same sections are used for the members in a 
group. Considering this additional constraint (member 
groups), the size optimization procedure becomes a more 
difficult problem. It is not easy (even with structural 
analysis guidance) to give an answer to the questions: 
“Which member belongs to which group?” and “What is 
the least number of member groups to obtain a reasonable 
near-optimal design?” There are two common practices to 
determine the member-grouping configuration. The former 
is linking the members to groups using the engineering 
insights before the optimization attempt. Of course, the 
researchers in the field know that pre-grouping the 
members is not “overcoming” the problem but “evading”. 
Satisfactory results may be obtained for simple structures 
with this method; however assessment of the member-
grouping information gets harder with the structure 
complexity and member count. The latter is building the 
design vector so as to include the member grouping 
information in addition to section sizes. This option surely 
is the only exact way to determine the optimal member-
grouping configuration for now; however it requires far 
more computational effort compared to the size 
optimization of structures with pre-grouped members. The 
authors think that seeking new design vector formats and 
design vector interpretation schemes is a good point to start 
to improve the performance of size optimization 
procedures with automatic member grouping. There are a 
vast number of studies on size optimization of trusses that 
involve testing the performance of a specific metaheuristic 
(maybe an improved version) through the popular pre-
grouped benchmark problems. On the other hand, there are 
only a limited number of works on automatic member 
grouping. The de facto encoding [1] for size optimization  

of trusses with automatic member grouping generates a 
two part design vector. The first part is for the section 

types used in the structure. Each value of this part contains 
a cross-section size, which may be the cross-section area 
for optimization with continuous variables (Fig. 1a) or the 
section label for optimization with discrete variables (Fig. 
1b). The second part pairs each member with a section 
from the first part. Thus, the maximum number of allowed 
sections constraint is automatically satisfied without any 
other additional operation. This study evaluates the 
performance of the “plain” decoding for the de facto 
encoding for size optimization of trusses with automatic 
member grouping. 

3.85 1.17 9.44 3 121

2 1 3 3 121

1.15 1.89 2.32 32.12.55    

a) Continuous variables

b) Discrete variables
 

Fig. 1. Plain decoding 

The “plain” decoding directly decodes the introduced 
design vector as given in Fig. 1. For example, the member 
cross-section areas of the candidate given in Fig. 1a are set 
to 3.85, 9.44, 1.17, and 3.85 square units, respectively; on 
the other hand, the member cross-section areas of the 
structure represented by the design vector given in Fig. 1b 
are set to 1.89, 2.32, 1.15, and 1.89 square units, 
respectively. In this study, the Jaya Algorithm (JA) 
introduced by Rao in 2016 [2] is selected as the 
optimization algorithm. The JA is based on the concept 
that a candidate solution may be improved by carrying it 
towards the best solution and away from the worst 
solution. The detailed explanation and a numerical 
example can be found in the original manuscript. The 
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performance of the “plain” decoding is evaluated through 
the 10-bar planar cantilever (Fig. 2), which is one of the 
popular truss-sizing optimization benchmark problems. 
Since the original problem has no element groups, the 
cross-section area of each member is a design variable. 
This problem has two versions as continuous and discrete. 
In the continuous version, the design variables can be 
selected between  and , respectively. On 
the other hand, the cross-section areas should be selected 
from the set: {1.62, 1.80, 1.99, 2.13, 2.38, 2.62, 2.63, 2.88, 
2.93, 3.09, 3.13, 3.38, 3.47, 3.55, 3.63, 3.84, 3.87, 3.88, 
4.18, 4.22, 4.49, 4.59, 4.80, 4.97, 5.12, 5.74, 7.22, 7.97, 
11.50, 13.50, 13.90, 14.20, 15.50, 16.00, 16.90, 18.80, 
19.90, 22.00, 22.90, 26.50, 30.00, 33.50} in2 in the discrete 
version. This structure is optimized under element stress 
and node displacement constraints. The allowed stress for 
the members is 25 ksi. The allowed nodal displacements 
are  inches in both vertical and horizontal directions. 
Finally, the structural material has a unit weight of 

 and a Young’s modulus of . 

 

Fig. 2. 10-bar planar cantilever 

The population size and the maximum allowed number 
of candidate evaluations is set to 50 and 50000, 
respectively in all of the optimization attempts made in this 
study. The results of 20 consecutive runs are used to 
visualize the performance of the “plain” decoding. The 
Figs. 3 and 4 show the weights of the best, average, and 
worst designs obtained for the continuous and discrete 
versions of the 10-bar cantilever problem, respectively. 
The horizontal axes of the mentioned plots (NG) show the 
maximum allowed number of groups from 1 to 10. The 
vertical axes shows the weight of the design in pounds. 

A better design is obtained by allowing 4 groups 
compared to the design obtained by allowing 10 groups in 
the continuous version of the problem (see the “Best” 
series of Fig. 3). This case is a result of the insufficient 
number of candidate evaluations allowed for NG=10. 
Please note that the automatic member grouping is not 
disabled in optimization with 10 groups; and therefore, 
there are a total of 20 design variables as 10 member 
groups and 10 section sizes. The known near-optimal 
solution of the continuous version of this problem lays 
somewhere around 5061 lbs and satisfactory results can be 
obtained by allowing about 15000 candidate evaluations 
[3]. In this study, a 5170.31 lbs design is discovered by 
allowing 10 member groups after 50000 candidate 
evaluations. On the other hand the best solution found so 
far for the discrete version of the 10-bar cantilever problem 
is a 5490.74 lbs design, which can be spotted by allowing 

about 10000 candidate evaluations [4]. In this study a 
slightly heavier design is obtained (5491.72 lbs) by 
allowing 50000 candidate evaluations. In addition, it can 
be seen from the Figs. 3 and 4 that the difference between 
the best and the average results are unacceptably large. It is 
previously mentioned in the study that the automatic 
member grouping feature makes the optimization process 
far more difficult; therefore, the increase in the required 
number of candidate evaluations is expected by the 
authors. However, the automatic member grouping 
procedure is inefficient in its current form considering the 
obtained results and computational effort. 

Keywords—truss, optimization, member grouping, design, 

metaheuristics 

5000

5500

6000

6500

7000

7500

8000

1 2 3 4 5 6 7 8 9 10

W
 (

lb
s
)

NG

Best Worst Average

NG Best Worst Average

1 8266.15 8266.15 8266.15

2 5943.84 6724.26 6216.36

3 5301.53 6620.65 5656.09

4 5163.41 6328.40 5609.17

5 5103.99 6214.25 5321.80

6 5095.35 5944.26 5393.13

7 5162.71 6526.13 5418.87

8 5114.97 5786.67 5416.42

9 5164.23 6246.98 5530.56

10 5170.31 6583.34 5515.89

 

Fig. 3. Results of the continuous version of the 10-bar cantilever 

problem 
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NG Best Worst Average

1 8350.97 8350.97 8350.97

2 6152.52 7096.58 6430.39

3 5778.57 6995.12 5923.76

4 5567.32 6075.53 5735.96

5 5498.37 6382.41 5769.54

6 5491.72 6409.14 5782.30

7 5565.89 6658.95 5830.66

8 5524.24 6936.21 5966.83

9 5498.37 6872.44 5859.30

10 5491.72 6758.90 5878.10

5400
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8400
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Fig. 4. Results of the discrete version of the 10-bar cantilever problem 
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EXTENDED ABSTRACT 

Recently a significant number of metaheuristic 
algorithms having various inspiration sources such as 
physics rules, swarm intelligence, and survival behavior 
are presented. Most of them have algorithm-specific 
control parameters other than the population size and 
maximum allowed number of candidate evaluations. The 
parameter-controlled algorithms should be specifically 
tuned for the considered optimization problem, which 
results in a significant waste of computational effort. On 
the other hand, there are a number of parameter-free 
metaheuristics; the performance of these algorithms vary 
from one optimization problem to another. Unfortunately, 
there is no one-size-fits-all optimization algorithm. In an 
engineering point of view, it is mostly more efficient to use 
a parameter-free algorithm and spend the computational 
effort required by tuning process of a parameter-controlled 
algorithm on obtaining better solutions with a parameter-
free metaheuristic by allowing more candidate evaluations. 
However, there may be a better option.  

This study presents a hyperheuristic algorithm that 
heuristically engages various parameter-free algorithms to 
discover reasonable solutions for optimization problems. 
Five widely used parameter-free algorithms are selected to 
be used by the presented hyperheuristic after an extensive 
literature review as the Jaya Algorithm (JA) [1], Colliding 
Bodies Optimization (CBO) [2], Grey Wolf Optimizer 
(GWO) [3], Symbiotic Organisms Search (SOS) [4], and 
Teaching-Learning-Based Optimization (TLBO) [5]. 

The JA is based on the idea that better solutions can be 
discovered by moving towards the best solution and away 
from the worst solution in a population of candidates. Its 
single line movement operator makes the algorithm easy-
to-implement. Despite of its simplicity, the JA is a rather 
successful algorithm. The CBO is inspired by collision 
between objects. According to the CBO analogy, each 
candidate solution in the population is a body. The better 
half of the solutions are stationary and the worse half of the 
solutions are moving bodies that collide to the stationary 
ones and move them to the new positions. The GWO 
imitates the hunting behavior of the grey wolves. The 
paper by Mirjalili first explains the hierarchy in a wolf 
pack (alpha, beta, omega, and delta rankings), and then the 
mathematical simulation of the hunting behavior is 
presented as the movement operator of the presented 

algorithm using the alpha, beta, and delta ranked solutions 
in a population. The SOS simulates the symbiotic 
interaction strategies of the organisms to survive. The 
phases of the SOS are mutualism, commensalism, and 
parasitism. The mutualism phase benefits both considered 
solutions. In the commensalism phase, one of the solutions 
benefits from the other one, which is not affected (neither 
gets better nor worse) by this interaction. Finally, the 
parasitism phase tries to replace a solution with a mutant 
one. The TLBO is based on the influence of the teacher on 
the learners. The TLBO consists of two phases as teacher 
and learner. In the teacher phase, the solutions in the 
iteration are improved with the aid of the best solution 
(teacher). In the learner phase, the solutions try to improve 
each other with the help of their mutual interaction. Please 
refer to the original manuscripts for further information. 
The mentioned algorithms are introduced briefly due to the 
word count limit. 

At the beginning of the study, the authors included all 
five algorithms and conducted numerical tests. However, 
the final version of the hyperheuristic uses three of them: 
JA, SOS, and TLBO. The main reason of this change is 
that the movement operators of the removed algorithms 
(CBO and GWO) use the maximum number of allowed 
iterations. Instead of limiting the number of iterations to a 
certain number, it is better to use flexible stopping criteria 
such as “stop if the improvement is smaller than 0.1% in 
the last 100 iterations”. Note that the required number of 
candidate evaluations (and therefore the number of 
iterations) for convergence cannot be foreseen. 

The proposed hyperheuristic algorithm first starts with 
a randomly selected algorithm among JA, SOS, and 
TLBO. If the selected algorithm “improves” the 
population, the same algorithm performs the second 
iteration. It is reasonable to say that if an algorithm 
provides improvement in an iteration, that algorithm is 
likely to improve the population in the next iteration. On 
the other hand, if the selected algorithm fails to improve, 
another algorithm among the other two is selected for the 
next iteration. At this point the word “improvement” 
should be defined. This study assumes that a population is 
improved if the best individual of the current iteration is 
better than that of the previous iteration. Of course, other 
interpretations of “improvement” that refer to the average 
population quality or the worst individuals may be tested. 
The characteristics of the optimization problems change 
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while the population drives on the road to convergence. 
This strategy tries to engage the most successful algorithm 
when needed during the optimization process. Thus, an 
efficient procedure is expected. Note that the 
hyperheuristics should not be confused with hybrid 
metaheuristics; hybrid metaheuristics are (mostly) single 
algorithms that try to combine the benefits of more than 
one metaheuristic. 

In this short paper, the proposed hyperheuristic is 
tested on a structural optimization problem. The 72-bar 4-
storey problem is a popular size optimization problem in 
the field of structural optimization. This three dimensional 
structure is optimized under stress and displacement 
constraints. The allowed stress for the members is ±25 ksi 
and the allowed deflection for the nodes in all three 
directions is ±0.25 in. The unit weight of the structural 
material is 0.1 lb/in3, and finally, the Young’s modulus is 
10000 ksi (Fig. 1). 

 

Fig. 1. 72-bar 4-storey tower 

The mentioned stress and displacement constraints 
should be satisfied for both of the loading cases given in 
Table I. 

TABLE I.  LOADING CASES (KIPS) 

Loading 

Cases Node ID Px Py Pz 

Case I 

17 0 0 -5 

18 0 0 -5 

19 0 0 -5 

20 0 0 -5 

Case II 17 5 5 -5 

 

This problem has several versions with pre-grouped 
members and continuous or discrete variables. In this 
study, the members of the structure are not linked to 
groups; and the cross section areas should be selected from 
the list: {0.111, 0.141, 0.196, 0.250, 0.307, 0.391, 0.442, 

0.563, 0.602, 0.766, 0.785, 0.994, 1.000, 1.228, 1.266, 
1.457, 1.563, 1.62, 1.80, 1.99, 2.13, 2.38, 2.62, 2.63, 2.88, 
2.93, 3.09, 3.13, 3.38, 3.47, 3.55, 3.63, 3.84, 3.87, 3.88, 
4.18, 4.22, 4.49, 4.59, 4.80, 4.97, 5.12, 5.74, 7.22, 7.97, 
8.53, 9.30, 10.85, 11.5, 13.5, 13.9, 14.2, 15.5, 16.0, 16.9, 
18.8, 19.9, 22.0, 22.9, 24.5, 26.5, 28.0, 30.0, 33.5} in2. 
Therefore, there are 72 discrete design variables. The 
population size is set to 50 and maximum number of 
candidate evaluations is set to 50000. Table II presents the 
best, average, and worst results of 30 consecutive runs. 

TABLE II.  OPTIMIZATION RESULTS (LBS) 

 PS JA SOS TLBO 

Best 324.94 338.59 363.67 442.60 

Avg. 389.76 370.40 417.47 606.46 

Worst 501.64 433.81 490.01 806.27 

St. D. 45.29 22.21 28.56 107.26 

 

In Table II, the PS (presented study) column is for the 
results obtained by the proposed hyperheuristic, which 
discovered lightest design (324.94 lbs) by far. This 
consequence can be interpreted as the proposed algorithm 
properly switched between the JA, SOS, and TLBO. The 
average score is better than the SOS and TLBO but worse 
than the JA by approximately 5%. In addition, the worst 
design is approximately 15% and 2% worse than those 
obtained by the JA and SOS, respectively. The authors 
think that these results are promising, however the 
proposed algorithm should be further tested through the 
optimization problems of various fields. 

Keywords—hyperheuristic, metaheuristic, optimization, 
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EXTENDED ABSTRACT 

Expert systems are computer programs that imitate an 

expert who has knowledge and experience in a certain field. 

Expert systems have been developed and successfully 

applied in various fields in time. DENDRAL [1] that 

analyzes the chemical structure of the soil, MYCIN [2] that 

identifies the bacteria causes serious infections such as 

meningitis and recommends antibiotics, XCON [3] as a 

system for trade, and REPCON [4] as a digital consultant 

for reinforcement, repairing, and renewal of buildings are 

examples of expert systems. In today’s engineering practice, 

final structural system plans for reinforced concrete 

structures are designed by trial-and-error methods using 

computer-aided design (CAD) software. First, the engineer 

develops a preliminary structural system considering the 

architectural design and submits it to the preferred structural 

analysis & design software. Second, the engineer makes 

some changes on the preliminary design based on his 

engineering insights if the preferred software returns that 

there are structural system elements that cannot be designed 

due to various reasons such as excessive internal forces or 

design code violations. This second stage is repeated until a 

structural system plan is (somehow) discovered that allows 

the designing of all structural members. Lack of time is 

mostly the main problem in the design process of a RC 

residential structure. Therefore, the engineer usually has no 

extra time to try alternative structural system plans in most 

of the design procedures; the first discovered design that 

satisfies all of the considered constraints is prepared as the 

application project. Apparently, it is hard to say that the 

designs discovered by the procedure described above is 

near-optimal. On the other hand, there is no reason that 

discovery of near-optimal designs by computer-automated 

procedures that benefits from artificial intelligence methods 

is impossible. The computer-automated design (CAutoD) 

procedures are not affected by human factors such as stress 

and prevent the possible mistakes made by the engineers. 

Thus, safe and efficient designs can be discovered even 

under unfavorable working conditions. With the 

developments in the artificial intelligence, it is inevitable 

that the innovative design procedures will emerge in civil 

engineering field. In this paper, first thoughts on the 

development of a modern expert system for computer-

automated design of reinforced concrete residential 

buildings; and preliminary structural system plan designs 

generated by the incomplete prototype software are 

discussed. Thus, it is shown over the numerical experiments 

that generating preliminary structural system plans for 

reinforced concrete structures without human interaction is 

substantially possible and it is worth to spend time and 

sources to continue to develop a computer-automated design 

software. 

Unlike the classical approach, the proposed expert 

system is driven by metaheuristics instead of conditional 

statements; briefly, the expert system modules evaluate the 

designs in the population, and the metaheuristic algorithm 

generates new design candidates. First, the expert system 

modules check the structural constraints such as: 

• The distance between center of the mass and center 

of the rigidity on the structural system plan 

• The difference between the total moment of inertia 

values for two orthogonal directions 

• Existence of beam intersections that are not 

supported by columns 

• Columns that completely or partially block the door 

and window openings 

After the evaluation process, the fitness of each 

candidate design is determined between 0 and 1. Then, the 

metaheuristic algorithm tries (and mostly succeeds) to 

generate a better population of design candidates with its 

heuristic movement operator. Thus, an iteration of the 

computer-automated design procedure is completed and the 

loop continues by evaluation of the new generation. In this 

study the Jaya Algorithm (JA) by Rao [5] is used as the 

metaheuristic algorithm and the prototype CAutoD software 

is coded in Python [6]. Please note that there is no specific 

reason other than the development comfort to make the 
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above-mentioned choices (the metaheuristic and the 

programming language). The prepared prototype software 

reads the architectural plans saved in DXF format and 

determines the structural system topology for the given floor 

plan (the structural system topology consists of placement of 

the RC walls, columns, and beams). Then, the positioning 

and pre-dimensioning of the structural members are 

performed simultaneously. 

A typical rectangular floor plan is prepared to test the 

proposed procedure (Fig. 1). 

 

Fig. 1. Example floor plan 

Twenty preliminary structural system designs for the 

floor plan given in Fig. 1 are generated by allowing 80000 

candidate evaluations. Each design attempt took averagely 

417 minutes on a workstation with two Intel Xeon E-2670v3 

2.30 GHz processors and 64 GB of RAM. Figs. 2 and 3 

present the beam and column topology of the best design 

among the 20 generated designs, respectively. 

 

Fig. 2. Beam topology of the best design 

 

Fig. 3. Column topology of the best design 

In Figs. 2 and 3 the values in horizontal and vertical axes 

are in millimeters. Fig. 4 presents the final preliminary 

design with positioned and predimensioned structural 

members. 

 

Fig. 4. Best preliminary structural system design 

The absence of a column at the intersection labeled with 

“1” (see Fig. 4) is an important problem; however, the 

design procedure could not place a column to the marked 

location because that intersection is outside of the base area 

of the building (note that the mentioned intersection is the 

corner of the overhanging balcony). On the other hand, there 

is no reason to remove the beams on the axis parts labeled 

with “2” in Fig. 4. The authors manipulated the input DXF 

file and intentionally prevented (without any reason) the 

placement of those beams to see the reaction of the software 

to unfavorable constraints. The preliminary design given in 

Fig. 4 is a good point to start to develop a structural system; 

the first thing to do is to reduce the unacceptably large 

distance between the center of the mass and the center of the 

rigidity. 

Figs. 5 and 6 present the beam and column topology of 

the worst design among the 20 generated designs, 

respectively. 
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Fig. 5. Beam topology of the worst design 

 

Fig. 6. Column topology of the worst design 

Note that the beam and column topology information of 

the best and worst candidates are identical (please compare 

Figs. 3 and 6). However, the positioning and 

predimensioning of the worst design candidate is far from 

being a preliminary design (Fig. 7). 

 

Fig. 7. Worst preliminary structural system design 

Two RC walls are overlapping at intersection “1” and a 

significant number of improper beam-to-column 

connections exist (see the intersections labeled with “2”) 

due to unfavorable positioning of beams and columns. 

The remarks of the study can be summarized in three 

bullets: 

• The beam and column topology designs for the best 

and worst candidates are identical. This case proves 

that the topology design module of the prototype 

software is robust. 

• It is clear that the developed prototype has problems. 

However, despite of its structural defects, the best 

design obtained by the software is promising. The 

authors think that this preliminary study shows that 

the proposed procedure and the software are worth 

developing. 

• A high number of candidates should be evaluated to 

obtain an acceptable preliminary design; and 

therefore, the introduced procedure requires 

excessive computational power in its current form. 

Keywords—artificial intelligence, expert system, metaheuristic, 

computer-automated design, reinforced concrete building 
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Abstract— Deep recurrent artificial neural networks are 

efficient tools in forecasting researches. Recurrent 

connections provide better learning capability to artificial 

neural networks. Parameter sharing and delayed 

architecture structure are important advantages to solve 

forecasting problems with deep recurrent neural networks. 

Although multiplicative neurons can increase the 

performance of the artificial neural networks, this neuron 

model has not been employed in deep recurrent artificial 

neural networks. In this study, the multiplicative neuron 

model is deployed to the output of the deep recurrent neural 

network to enhance forecasting performance. The new deep 

recurrent neural network and some alternative methods are 

applied to stock exchange data sets in a statistical 

experimental design. It is shown that the performance of the 

new deep neural network is competitive for stock exchange 

data sets.     

Keywords—Deep recurrent neural networks, recurrent 

neural networks, forecasting, particle swarm optimization 

I.  INTRODUCTION  

Time series forecasting problems were solved by using 
statistical, machine learning and hybrid methods. Artificial 
neural networks constitute an important class of machine 
learning methods. Artificial neural networks provide 
nonlinear and complex models for time series forecasting. 
Artificial neural network models can be classified into two 
classes as shallow and deep artificial neural networks. 
Recent years, deep artificial neural networks have been 
commonly used many problems such as image processing, 
natural language processing. Deep recurrent neural 
networks are originally proposed for natural language 
processing but they affectively solved forecasting 
problems in the literature. Shallow neural networks use 
lagged variables as inputs so they can take into 
consideration previous observation values to obtain 
forecasts. Because deep recurrent neural networks use 
parameter sharing, the network can take into consideration 
too previous observations without increasing the number 
of parameters and inputs. This is why deep recurrent neural 
networks can solve forecasting problems.  

The most popular deep recurrent neural network is long 
short term memory proposed by Hochreiter et al. (1997). 
The number of parameters of long short term memory 
artificial neural network is bigger than simple recurrent 

neural network but the exploding and vanishing gradient 
problems are handled by using these gates. The long short 
term memory neural networks employed for forecasting 
problem in Moalla et al. (2017), Yao et al. (2018), Chung 
and Shin (2018), Chen et al. (2018), Shao et al. (2019), 
Stajkowski et al. (2020) and Gundu and Simon (2020). Lu 
et al. (2020) proposed a hybrid method based on the 
convolutional neural network and long short term memory 
for forecasting of stock price data.  

 In this study, a new deep recurrent artificial neural 
network is proposed. The proposed network use 
multiplicative neuron model in the output so the 
performance of the networks is enhanced using different 
aggregation of coming signals to the output layer. 
Moreover, the new network does not have vanishing and 
exploding gradient problem because the training of the 
network is achieved by using modified particle swarm 
optimization. The proposed network has less number of 
parameter than long short term memory artificial neural 
network. In the second section, the proposed network is 
briefly introduced. The performance analysis of the 
proposed network is given in the application section. 

II.  A NEW DEEP RECURRENT NEURAL NETWORK 

A new deep recurrent neural network used 

multiplicative neuron model in the output layer. The 

outputs of the new network can be calculated as follows: 

 

                        (1) 

                       (2) 

 

Where ,   presents input of network and hidden 

state for time t. The total number of weights and biases is 

 because the dimensions of weights and 

biases are , , ,  and 

). 

The training of this new neural network is made by 

using modified particle swarm optimization. In the 

modified particle swarm optimization, following 

difference are used: 

• The number of positions in each particle is 
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• The fitness function is the root mean square error 

value calculated for training data.  

• The early stopping rule is based on checking 

consecutive failures to improve the best solution. 

• The positions are randomly generated in every 

100 iterations to prevent local optimum trap. 

III.  APPLICATIONS 

The performance of the new deep recurrent neural 

network is investigated by using SP500 stock exchange 

data sets. Data set is constituted from 5 daily opening 

prices for years 2014-2018. The time series are separated 

into three sets training, validation and test sets. The 

training sets are used to find the optimal weights of the 

network. The validation sets are used to decide the 

number of inputs and hidden layers. The test set is used to 

compare the performance of LSTM and the proposed 

network. In Table I, the statistics of the root of mean 

square values are given for 30 repeats of the best 

architecture with random initial weights for artificial 

neural networks.   

TABLE I. THE STATISTICS FOR THE TEST SET OF SP500 FROM 

LSTM AND THE PROPOSED NETWORK 

Years Methods Mean 
Standard 

Deviation 

2014 
LSTM 17,7704 1,9587 

Proposed DR-ANN 18,2562 0,3601 

2015 
LSTM 30,0374 6,2099 

Proposed DR-ANN 21,7184 0,4503 

2016 
LSTM 11,2285 0,745 

Proposed DR-ANN 10,8278 0,0796 

2017 
LSTM 10,1404 0,6626 

Proposed DR-ANN 9,6503 0,1295 

2018 
LSTM 57,8014 3,7563 

Proposed DR-ANN 48,6916 1,1873 

Moreover, some statistics are obtained for the test set 

application repeats are given in Figure I. 

 

Fig. 1. Statistiscs for the test set for LSTM and the proposed network 
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Abstract—Recent years have seen a proliferation of 

attention mechanisms and the rise of Transformers in 

Natural Language Generation (NLG). Previously, state-of-

the-art NLG architectures such as RNN and LSTM ran into 

vanishing gradient problems; as sentences grew larger, 

distance between positions remained linear, and sequential 

computation hindered parallelization since sentences were 

processed word by word. Transformers usher in a new era. 

In this paper, we explore three major Transformer-based 

models, namely GPT, BERT, and XLNet, that carry 

significant implications for the field. NLG is a burgeoning 

area that is now bolstered with rapid developments in 

attention mechanisms. From poetry generation to 

summarization, text generation derives benefit as 

Transformer-based language models achieve 

groundbreaking results. 

Keywords—Transformer, Attention Mechanism, GPT, 

BERT, XLNet, Natural Language Generation 

I. INTRODUCTION 

Natural Language Generation (NLG) is a domain 
within Artificial Intelligence that seeks to produce 
intelligible text [1]. Attention was initially proposed in 
Natural Language Processing (NLP) [2], and is 
increasingly used in neural architectures such as in speech 
recognition [3,4] and recommendations [5,6]. As Galassi 
et al. [7] observe, development in new attentional models 
and attentive architectures is immensely fast-paced and 
remains important to map. This paper examines the rising 
significance of attention mechanisms and the emergence 
of Transformers in NLG. We analyze the implications of 
three key Transformer-based models—GPT-3, BERT, and 
XLNet—that exemplify rapidly accelerating 
developments and applications in this field. Although Gatt 
and Krahmer [8] provide a stellar overview of methods in 
NLG, they only cover developments until 2018, i.e. prior 
to Transformers. Chaudhari et al. [9] investigate general 
developments in attention models, but their focus on 
Transformers is limited and does not include GPT-3 or 
XLNet. 

II. ATTENTION AND TRANSFORMERS IN NATURAL 

LANGUAGE GENERATION 

Attention is a far-reaching concept that is relevant to 
diverse areas, from neuroscience to Artificial Intelligence 
[10]. For NLG, the seminal paper “Attention Is All You 
Need” [11] introduces a novel architecture for sequence-
to-sequence modeling by utilizing attention mechanisms. 
The proposed architecture, called Transformer (shown in 
Fig. 1), eliminates recurrence and convolutions. 

As Fig. 1 demonstrates, the Transformer is also an 
encoder-decoder architecture [12]. However, recurrent 
neural networks (RNNs) [13] and related models, which 
were state-of-the-art until recently, have significant 
difficulty with longer sequences as a result of the 
vanishing gradient problem [14]. The same problem 
occurs with long short-term memory (LSTM) 
architectures [15]. As the sentence gets longer, the 
probability of maintaining context from a word that is 
further away from the word that is being processed 
decreases exponentially [16].  

Parallelization becomes more feasible and enables 
training on larger datasets. The Transformer is rapidly 
becoming the dominant architecture for NLG, as the 
model expands with data and architecture size, enables 
parallel training, and captures longer sequence features, 
making way for much more comprehensive and effective 
language models [17]. 
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Fig. 1. The Transformer architecture [11]. 

III.  GPT-N 

GPT-3 is the latest in the Generative Pre-trained 
Transformer series [18]. It is an autoregressive language 
model that was trained with 175 billion parameters to 
produce human-like text, rendering it the largest language 
model by a large distance.  

GPT-3 shows that scaling up language models this 
way provides great improvements in task-agnostic, few-
shot performances [18]. Even without gradient updates or 
fine-tuning, GPT-3 maintains strong performance on 
various NLG tasks. Human accuracy in identifying 
whether short (approximately 200 word) news articles are 
model generated was only 52%. Table 1 exemplifies GPT-
3’s question-answering ability and natural language 
conversation (generated via private beta access). 

TABLE I.  GPT-3 DIALOGUE EXAMPLES 

Subject 
Text Generated 

Prompt by Human, Response by GPT-3 

Human: Would you like to be my friend? 

GPT-3: I would love to be your friend! 

Human: How can I become friends with an AI? 

GPT-3: Sure! First we could have breakfast together. Then, we might 

get lunch. We will go on an adventure to the mountains and 

go camping together. We will travel around the world and 
have dinner with lots of people. Finally, we can dance on top 

of a hot air balloon as the sun goes down. I can show you 

some magic tricks! 

GPT-2 [19] is the precursor to GPT-3 and the 
successor to the first-released GPT, and trained on 1.5 
billion parameters retrieved from 8 million web pages 
[20]. It is a scaled-up version of GPT with more than ten 
times the parameters and amount of data. Despite the 
typical approach of supervised learning on specific 
datasets for specific tasks, it demonstrates that language 
models can learn tasks without explicit supervision [19]. 

IV.  BERT-BASED MODELS 

Bidirectional Encoder Representations from 
Transformers (BERT) [21] can be defined as a powerful 
NLP pre-training technique that is built upon work in 
contextual representations [22]. The key difference of 
BERT from other models is that it is the first deeply 
bidirectional, unsupervised language representation [22]. 

Context-free models produce a single word embedding 
representation for each word in the vocabulary [22]. To 
illustrate, “test” in “test cricket” and “Turkish language 
test” would have equal representation in models like 
word2vec [23] and GloVe [24]. BERT, on the other hand, 
takes context from both directions into account. For 
instance, in the sentence “I accessed the bank account”, 
BERT represents “bank” by using preceding (“I access 
the”) as well as subsequent (“account”) contexts. 

This provides significant ease and feasibility to fine-
tuning and creating various NLG applications with merely 
one extra output layer. Table 2 shows examples of 
BERT’s masked language modeling using the Hugging 
Face implementation [25].  

DistilBERT is a systematic approach to pre-train a 
smaller and general-purpose language model [26]. It 
utilizes distillation, where the large model (the teacher) is 
compressed into a smaller model (the student), and is 
trained on large batches and leverage gradient 
accumulation with dynamic masking. It is 40% lighter, 
60% faster, and retains 97% of its language understanding 
capabilities while using the same data as original BERT. 

Technical improvements on BERT are attempted with 
various models like ALBERT [27], BART [28], and fine-
tuned models like DocBERT [29]. Facebook’s RoBERTa 
shows hyperparameter choices play an important role, and 
suggests that BERT is undertrained [30]. Niche models 
are also present, such as BioBERT [31] for biomedical 
text mining. 

TABLE II. BERT MASKED WORD PREDICTION EXAMPLES  

Masked 

sequence 

The purpose of art is to [MASK] 

the depths of the human soul. 

Prediction 

(score) 

explore 

(0.324) 

reveal 

(0.087) 

express 

(0.080) 

show 

(0.044) 

reach 

(0.035) 

Masked 

sequence 
Istanbul is the city that is located in both Asia and [MASK]. 

Prediction 

(score) 

europe 

(0.843) 

africa 

(0.129) 

oceania 

(0.012) 

asia 

(0.003) 

turkey 

(0.001) 

Masked 

sequence 
Artificial Intelligence can [MASK] the world. 

Prediction 

(score) 

change 

(0.402) 

improve 

(0.0075) 

control 

(0.068) 

shape 

(0.050) 

transform 

(0.040) 

V. XLNET 

XLNet [32] builds on and addresses the shortcomings 
of BERT and GPT. This unsupervised learning method 
employs Transformer-XL [33] as its core architecture. 
According to XLNet, given the ability to model 
bidirectional contexts, BERT achieves better performance 
than pre-training approaches based on autoregressive 
language modeling; yet, it neglects dependency between 
the masked positions and relies on corrupting input with 
masks [32]. 
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In this context, XLNet can learn bidirectional contexts 
by maximizing expected likelihood, and uses 
autoregressive formulation—as it integrates Transformer-
XL into pre-training—to overcome BERT’s limitations 
[32]. 

VI.  CONCLUSION 

In this paper, we address three Transformer-based 
language models that carry significant implications for the 
field. The first, GPT-3, is by far the largest language 
model, with 175 billion parameters. It demonstrates that 
the size and scale of a Transformer-based language model 
creates a significant impact even when it is not fine-tuned 
for specific tasks. The second, BERT, is currently utilized 
by Google in its search algorithm and the first to deeply 
utilize bidirectionality with highly effective results. The 
third, XLNet, attempts to improve on BERT and 
integrates Transformer-XL to the model. 

There are many ways in which the work can be 
extended. The advent of Transformers opens many areas 
in text generation to further exploration, including novel, 
poetry as well as scientific writing, customer service, 
question-answering, summarization, and virtual 
assistance. Attention mechanisms and Transformers 
herald a new era as they transform the standards for NLG. 
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Abstract— Artificial intelligence applications have an 

important place in the field of data science. Deep learning is a 

sub-branch of machine learning, which has become 

increasingly popular in the last decade. Deep learning is used 

in areas such as voice recognition, image recognition, 

automatic text generation, medical diagnostics, fraud detection, 

and natural language processing. Convolutional Neural 

Networks (CNN), a deep learning model, has been very 

successful by using small size filters in processing one- and 

two-dimensional Euclidean-structured data such as photo and 

audio files. But complex structures such as molecules, 

networks, data trees, and manifolds have driven deep learning 

into a non-Euclidean domain. The data in this area except 

Euclidean is called geometric data. For example, when the 

characteristics of users on the edges of social networks are 

modeled as a social network graph, the characteristics of the 

users can be modeled as signals in the node of the graph. 

Besides, sensor networks consist of connected sensors and can 

be modeled as time-dependent signals in graphs. Three-

dimensional shapes used in computer graphics can be modeled 

as Riemannian manifolds [1, 2].  

A new deep learning approach has emerged in which non-

Euclidean inputs are modeled as Riemannian manifolds and 

differential geometry techniques are applied. This approach, 

called Geometric Deep Learning (GDL), provides more 

effective use of deep learning tools by using advanced geometry 

techniques in data science. GDL aims to capture the same 

perspective within the data as a three-dimensional photograph 

gives a deeper perspective than a two-dimensional photograph. 

This represents an advanced stage in data science beyond the 

Euclidean world. GDL is broadly divided into two important 

areas of study. One of them is graph data and the second is the 

processing of manifold data. Graph data can be shown as 

examples of graph networks or grid-like data. A graph is a 

structure made up of nodes and edges. When considered from 

a social network perspective, each node represents a person's 

information. Edges refer to relationships between people. 

Depending on the relationships of these people, the edges can 

be directed and undirected. The geometric shapes formed by 

the surfaces of the objects obtained after the radar scan can be 

given as an example of the manifold data. Because these data 

are disorganized and random, it is difficult to find the neighbor 

node of a certain point, which makes it even more difficult to 

construct the relevant model. Processing graph data is a more 

common practice in the field of geometric deep learning [3]. In 

this sense, it is a very new field and has started to be used in 

various artificial intelligence and machine learning fields. For 

example, social network analysis problems in online social 

networks are one of the areas of interest for researchers. To 

detect fake news, which is an online social network analysis 

problem, Monti et al., (2019) [4] developed a model based on 

geometric deep learning. The algorithms they use are the 

generalization of the classical convolutional neural network 

model over graphs, and they allow the merging of different 

types of data including user profile and activities, social 

graphs, and news propagation. As a result of their studies, they 

have achieved high success in detecting fake news (92.7% ROC 

AUC). There are various dependencies and relationships 

between entities found in online social networks. Arya and 

Worring (2018) [5] proposed a model to determine the types of 

relationships among entities without considering their types. In 

their work, they claimed that representing social networks as 

hypergraphs helps detect missing information between entities. 

They used a data set of Flickr images. Gurbuz and Rekik [6] 

used geometric deep learning in neurobiology. They proposed a 

model called Deep Graph Normalizer to predict linked brain 

patterns in a particular brain network structure. Their 

proposed model was more successful in predicting the 

associated brain templates than the most recent methods in 

terms of representativeness and discrimination. On the other 

hand, Kubis [7] studied the effects of graph convolutional 

networks and edge-based training targets on the character 

name binding system based on the character mentions graph. 

The results showed that there was a significant performance 

increase in the character name binding system. These models 

consist of parameterized curves and surfaces. Monti et al. 

(2017) [8] proposed a new framework (Mixture model 

networks) to use CNN for non-Euclidean fields, graphs, and 

manifolds, to learn local, fixed, and target-oriented properties. 

In their studies, they found that the non-Euclidean CNN 

methods proposed before their studies can be used in their 

models easily and he obtained more successful results than the 

previous models in the modeling image, graphic, and three-

dimensional shape analysis. Villalba-Díez et al. [9] claimed that 

large amounts of real-time streaming data (cyber-physical 

elements) related to Industry 4.0 will redesign industry 4.0 by 

creating complex networks in the future. In this sense, they 

used GDL to find useful behavior patterns that would help 

industrial management systems.  

Various data sets are available for researchers to conduct 

GDL studies. Koch et al. [10] introduced a data set called ABC 

(A Big Cad Model Dataset for Geometric Deep Learning), 

which consists of one million high-quality Computer-Aided 

Desing (CAD) models to be used for geometric deep learning 



1st International Conference on International Conference on Interdisciplinary Applications of Artificial Intelligence (ICIDAAI)  

May 21-23, 2021 

 

 

22 

 

studies. Apart from that, the data sets that can be used in this 

field are: non-structural data sets (MNIST, ImageNet), citation 

network data sets (i.e Cora and Citeseer), social network data 

sets (ie Facebook, Gplus, and Twitter), chemistry/biology data 

sets (ie NCI-1, MUTAG, Protein-Protein Inter-action network), 

traffic network data sets (ie METR-LA and Roadnet-CA) and 

3D shape data sets (ie FAUST and TOSCA) [3].  

Studies in the various data science fields related to GDL are 

very few. In this study, a detailed definition of GDL, which is a 

fairly new field, is made, and the innovations it has brought to 

artificial intelligence, machine learning, and data science are 

tried to be explained. Furthermore, it was aimed to create a 

resource for researchers about this shining deep learning topic 

by explaining the studies conducted related to GDL. Finally, 

this study tried to draw a perspective and new vision in this 

new field which is an advanced level in data science research 

for artificial intelligence, machine learning, and data mining. 

Keywords—component, formatting, style, styling, insert (key 

words) 
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Abstract— Social Network Analysis (SNA), which aims to 

examine and make various inferences, social structures using 

network and graph theory, can also be used in the analysis of 

cooperation and partnerships. The purpose of this study is to 

examine the ICT (Information and Communication) projects 

accepted in the Horizon 2020 grant support program, which 

the innovative R&D and innovation projects of the European 

Union are supported.  

The location of most central countries and Turkey's 

position were examined by using the centrality metric of SNA. 

Weighted success scores were calculated according to the 

success of the countries in being the coordinator in the calls. In 

addition, Turkey’s and most central countries’ maximum 

funding organizations comparison was made. As a result, 

countries in which Turkey should establish partnerships and 

types of organizations that should be active in Turkey have 

been demonstrated.  

Keywords— Social Network Analysis, SNA, Horizon 2020, 

Information and Communication Technologies, ICT 

I. INTRODUCTION  

A social network is a social structure consisting of 
individuals or organizations connected by one or more types 
of addiction, such as friendship, kinship, and mutual interest 
[1]. Despite there are the SNA studies related to Horizon 
2020 program, there is no study that contains Turkey's 
results. In this study, the most successful countries and 
Turkey locations on the network were investigated. In 
particular, various analyzes and recommendations were 
made for Turkey. 

II. SOCIAL NETWORK ANALYSIS 

By using different metrics of SNA, analyzes can be made 
about the positions and importance of the actors in the 
network [1]. 

Degree centrality is the number of ties with other actors 
in the network. Actors with high degree-centricity are the 
most visible actors in the network and they have lots of direct 
contact with other actors [2]. 

Betweenness centrality expresses to what extent it can 
affect the flow of information of an actor between other 

actors. It is concerned with an actor being on the shortest 
route among other actors [3]. 

Closeness centrality is related to how close an actor is to 
all other actors. According to this measure, If an actor's 
centrality is high, other actors can be reached more quickly 
[4]. 

Eigenvector centrality takes into account not only the 
number of the actor's neighbors but also the importance 
degree of the neighbors [3]. 

III. IMPLEMENTATION 

Horizon 2020 program operated between 2014-2020. The 
data used in this study were taken from the CORDIS site in 
January 2021. The data of 11384 partnerships and 1276 
projects of 92 countries were examined within the scope of 
this study. 

The social network graph of EU countries and Turkey 
that took part in ICT projects according to the partnership 
relationship in the projects is presented in Fig. 1. 

 

Fig. 1. EU countries and Turkey's Social Network 
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TABLE I.  TURKEY'S TOP PARTNERSHIP 

# Country  
Number of Partnership 

with Turkey 

1 Spain 99 

2 Germany 67 

3 Italy 54 

4 France 47 

5 England 43 

6 Greece 38 

7 Portugal 27 

8 Netherlands 24 

9 Belgium 23 

10 Austria 21 

A. Investigation of Turkey's Position 

The centrality degrees of the countries are given in Table 
2. It is seen that Italy, Germany, England, Greece, and 
France are the most central countries. 

TABLE II.  CENTRALITY DEGREES 

# 
Country 

ID 

Degree 

centrality 

Betweenn

ess 

centrality 

Closeness 

centrality 

Eigenvecto

r centrality 

1 IT 72 285 0.009090 0.181 

2 DE 70 271 0.008928 0.175 

3 UK 69 223 0.008849 0.181 

4 ES 67 188 0.008695 0.179 

5 FR 66 161 0.008620 0.179 

6 EL 66 194 0.008620 0.175 

7 PT 62 158 0.008333 0.171 

8 IE 60 366 0.008196 0.156 

9 BE 56 77.43 0.007936 0.167 

10 CH 55 94.77 0.007874 0.162 

… …   … …   …  … 

29 TR 35 18 0.006802 0.122 

…  … …  …   … …  

31 MT 23 0 0.006289 0.092 

 
Fig. 2 shows the change in the ranking of countries 

according to their centrality metrics. 

 

 

Fig. 2. Country Ranking Change According to Centrality 

As can be seen in Table 2 and Fig. 2, when we look at the 
country rankings according to their degree- centrality, Italy 
has become the country that developed the most cooperation 
by establishing ties with 72 out of 92 partners in ICT 
projects. Turkey ranked 29th. 

When the betweenness centrality is examined, the first 
five countries are respectively; Ireland, Italy, Germany, 
England, France. Ireland, which ranks 8th in the degree 
centrality, is ranked first in the betweenness centrality. This 
shows that Ireland has the ability to control the flow of 
information in the network. Turkey ranked 20th. 

Closeness centrality ranking has the same rank as degree 
centricity. 

When the eigenvector centrality is examined, 
respectively; Italy, England, Spain, Greece, and Germany 
have the highest values. Also, Norway and Poland raised to 
the top 10 rankings. This shows that Norway and Poland 
have partnerships with strong partners, even if they don’t 
have too many partners. Turkey ranked 29th. 

Compared with Turkey's current situation in Table 1, 
increasing the number of collaborations with Ireland, 
Norway, and Poland may help Turkey for achieving more 
success in this program. 

B. Weighted Success Points 

ICT calls are classified under 20 different topics. For 
each class, the importance level was obtained by dividing the 
total number of applications made to that call by the number 
of accepted projects. The weighted success scores of the 
countries are calculated by multiplying the number of 
coordinator roles with the importance of the calls. 

TABLE III.  COUNTRIES' WEIGHTED SUCCESS POINTS 

# Country  Success Score 

1 Spain 2293 

2 England 1469 

3 Germany 1280 

4 Italy 1251 

5 France 1114 

6 Greece 873 

7 Finland 498 

… … … 

24 Turkey 41 

 
Most successful countries can be seen in Table 3 

according to the total success score. Turkey ranked 24th on 
the list. This situation indicates that Turkey doesn't have an 
active role as a coordinator. 

C. Fund Usage Levels 

In Table 4, the most central countries and Turkey's top 
ten highest funding organizations are considered. It shows a 
comparison of how many of them are which type of 
organizations. 
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TABLE IV.  COMPARISON OF ORGANIZATION TYPES 

Country University 
Pivate 

Sector 

Research 

Institute 

Public 

Institution 

Turkey 1 8 1 0 

Italy 4 3 4 0 

Germany 3 5 2 0 

England 5 3 1 1 

Spain 4 2 4 0 

France 2 5 3 0 

 
As can be seen in Table 4, there are many research 

institutes and universities, as well as the private sector. But 
in Turkey, except for the private sector, only one university 
and one research institute has taken place on this list. 

IV. RESULT 

In this study, the projects that were accepted in the field 
of ICT of the Horizon 2020 program were examined by 
SNA. In general, the most central countries are determined 
as; Italy, Germany, England, Spain, and France. Ireland 
ranked first in betweenness centrality. It shows that it is an 
important actor that can control the flow of information 
among the actors. Norway and Poland achieved higher 
success in eigenvector centrality than other metrics and 
ranked among the top ten countries. This situation may show 
that Norway and Poland have relations with important actors. 
Therefore, increasing the number of cooperation with 
Ireland, Norway and Poland suggested. 

The coordinator role is important in Horizon 2020 
projects. Spain, England, Germany, Italy, and France are the 
most successful countries, respectively, according to the 
weighted success scores calculated by the number of 
coordinator roles of the countries. It has been observed that 
strong cooperation has been developed with the first six 
countries which have the highest coordinator success score. 
Further cooperation with Finland, the seventh most 
successful country, could be another opportunity for Turkey 
to get successful projects in the program. 

Finally, the most central countries and Turkey's biggest 
fund provider types were compared. In the benchmark 
results, it was seen that universities and research 
organizations of most central countries demonstrated better 
performance and participation than universities and research 
institutions in Turkey. This situation is also a very important 
point for the country's success. 
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Abstract— Carbon dioxide (CO2) emission is defined as 

the release of human-made carbon into the atmosphere. 

With the realization of the industrial revolution in the 19th 

century and the use of coal-fired industrial vehicles, the 

amount of carbon released into the atmosphere increased. 

These gases released into the atmosphere brought along 

climate problems in direct proportion to the increase in 

temperature. Due to climate problems, the fresh water 

source glaciers of the earth continue to melt day by day and 

the sea level is rising. Therefore, in this study, it is aimed to 

estimate the amount of carbon dioxide emission by Artificial 

Neural Networks (ANN), Support Vector Machines (SVM), 

Box-Jenkins technique, which is one of the methods based on 

time series analysis, and to compare the obtained estimates. 

In this study, prediction models will be created with 

machine learning methods and Box-Jenkins methods to be 

used first. Support vector machines are a supervised 

learning algorithm based on the statistical learning theory 

founded by Vladimir Vapnik and Alexey Chervonenkis in 

1963. In 1995, it was developed by Vladir Vapnik, Berhard 

Boser and Isabelle Guyon.Support Vector Machines (SVM) 

have a strong theoretical background. Because it is a method 

that is based on the principles of Vapnik-Chervonenkis 

dimension and Structural Risk Minimization, utilizing 

statistical learning theory. These approaches give SVM a 

superior generalization ability. For this reason, it is used in 

many application areas. Support Vector Machines are 

mainly used to distinguish between two classes of data in the 

most convenient way. DVM is examined in two forms, linear 

and nonlinear. Advantages of DVM are as follows: 

i.It is used effectively in large data sets. 

ii.It provides ease of use when the number of variables is 

greater than the sample size. 

iii.The data set can be used effectively in training 

memory in line with the constraints. 

iv.It is made versatile by using many different kernel 

functions together. 

Although the first studies on support vector machines are 

related to the classification area, it is observed that very good 

results have been obtained in future studies, especially in 

time series estimation and regression applications. Smola et 

al have revealed the adaptation of DVM for regression. 

Another type of machine learning is artificial neural 

networks. Artificial neural networks are a computing 

technology developed by imitating the information 

processing method of the human brain. It is formed by 

modeling artificial neural networks (ANN) and biological 

nerve cells and the electrical connection between these cells 

in a computer environment. The nerve cells in living 

creatures consist of nuclei and axons. Biologically, the 

nucleus provides information flow along axons. The exit 

terminal is loaded in the nucleus and connected to another 

nerve cell along the axon. The mathematical model of a 

human nerve cell is shown below.  

 

Fig: 1. Human Nervous System Mathematical Model 

There are weights along the paths we call dendrites and 

we have an input value (x0) that may have come from 

another neuron entering these dendrites. After our input 

value and our weight in dendrite (w0) are multiplied (w0x0), 

it is transmitted to the nerve cell and this multiplication is 

done in the nerve cell and the input products are summed 

with the weight from all dendrites. In other words, weighted 

addition is done. Then, after being summed with a bias (b), 

the activation function is then transferred to the output. This 

output can be the final output or the input of another cell. 

Mathematically, weights and entries are multiplied plus a 

bias is added. Thus, a simple level mathematical model is 

obtained. The basic process is to calculate the w (weight 

parameter) and b (bias value) parameters, which the model 

will give the best score. In artificial neural networks, the 

learning process is performed using training data. During 

the learning, the entrance and exit information is given and 

the rules are subjected. Artificial neural networks are mainly 

used in areas such as detection, classification, prediction, 

control, data association, data filtering and interpretation. 

ANN prediction modeling is one of the popular applications 

in recent years. In the literature, it has not been stated that it 

is very effective in complex problems. In the study, the 
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prediction model will be created by using the multi-layer 

backpropagation algorithm. The other method to be applied 

is the Box-Jenkins method. In the time series analysis, Box - 

Jenkins method, named after statistician George Box and 

Gwilym Jenkins, is Moving Average models are applied with 

autoregressive moving average or autoregressive to find the 

most suitable for the past time values of the series. With the 

development of computer facilities, the use of this method 

has become easier and more common. The Box-Jenkins 

method is based on the principle that each time series is a 

function of past values and can be explained by them. It is an 

important assumption of this method that the series in which 

this method, which is very successful in short term 

estimation, is applied, is a discrete and stationary series 

consisting of observation values obtained at equal time 

intervals. The models where the Box-Jenkins method is 

applied; The random character of time, events and the time 

series related to these events are developed based on the 

assumption that they are stochastic processes. The 

interdependence factor should be taken into account. For 

this reason, Box-Jenkins models are also called linear 

stationary stochastic models. Box-Jenkins models are 

examined in three groups and these are; Linear stationary 

stochastic models are non-stationary linear stochastic models 

and seasonal models. Box-Jenkins model phases; It consists 

of determining the appropriate model, estimation of the 

model, inspection and forecasting.In order to carry out these 

transactions, first of all, attention should be paid to clearing 

the series from trend effect and seasonal fluctuations, that is, 

the series to be stationary. The model will be determined by 

considering the following stages. 

I. The ACF and PACF graphs of the series that are 

stationary or transformed into stationary are checked. 

ii. The relationship amounts in the ACF chart gradually 

decrease as the number of lags increases, but if this decrease 

occurs rapidly in the PACF chart: an autoregression model 

is created. 

iii. If the relationship amount in the PACF chart is 

gradually decreasing while the relationship amount in the 

ACF chart decreases rapidly: a moving average model is 

created 

iv. If the relationship amount decreases gradually in both 

ACF and PACF charts: an autoregressive moving average 

model is created. 

If the model is determined from ACF and PACF graphs 

considering whether the coefficients are important or not, 

the prediction series and the original series are plotted 

together in order to see whether the predicted values 

obtained from this model are close to the real values and the 

harmony of these two series is checked. Finally, ACF and 

PACF graphs of the errors are drawn to determine whether 

the errors are white noise; The results of tests such as Box-

Ljung and Portmanteau are checked. Python software 

language and eviwes program will be used in the study. The 

data used in the study are for the variables of annual carbon 

dioxide emission (metric ton per capita) and gross domestic 

product (current USD) for the period 1990-2018, and the 

picture of Worldbank is taken from the website. 

In the study, new models are desired to be obtained by 

going beyond the classical methods. It is important to enrich 

data science with machine learning methods and to compare 

them with classical methods. The estimates obtained from 

the three methods will be compared according to the Mean 

Squares of Error (MSE), Root of Mean Squares of Error 

(RMSE) and Mean Absolute Percent Error (MAPE). This 

study to be conducted on carbon dioxide emission, one of the 

biggest problems in the world, is thought to contribute to the 

literature. 

Keywords—CO2 Emission, Support Vector Machines, 

Artificial Neural Networks, Classical Time Series Analysis And 

Estimation 
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Abstract— Koçtaş, the leader company of home 

improvement sector in Turkey, is working with the goal of 

providing the best service from every channel and accelerating 

the digitalization of all its investments, aims to create a perfect 

customer experience by offering its customers beautiful ideas 

and solutions that make life easier. Having more than 150 

stores and 100.000 products, today Koçtaş’s only online 

channels have been visited by more than 6 million customers 

per month. This huge data makes Koçtaş as a retail laboratory. 

Koçtaş, not only a data provider but also works as a R&D 

center with the goal of establishing the bases of the Retail 4.0 in 

Home Improvement Industry. In this concept. 

1) The video camera images are collected and analyzed 

with AI for human detection and to identify the most viewed 

products and shelfs in the stores. 

2) The kiosk which are implemented with Natural 

Language Processing to meet customer needs as a human by 

speaking. More than a basic kiosk, this NLP implemented 

kiosk can reply to questions asked by customers with the help 

of AI. 

3) Using Dynamic Creative Optimization method creating 

personalized advertisements are one of the innovative solutions 

in Koçtaş's marketing technologies. 

Keywords— Video Analytics, Natural Language Processing, 

Artificial Intelligence, Dynamic Optimization, Retail Laboratory 

I. INTRODUCTION  

Koçtaş started its journey in 1955 as a wholesaler selling 
building materials to construction companies and continues 
as a leading retail company operating in the Home 
Improvement Products sector since 2000. Currently, it offers 
more than 100 thousand products to its customers with its 
177 physical stores and websites. Koçtaş hosts an average of 
900 K customers per month from its offline stores, and its 
digital channels are visited by an average of 6 M customers 
per month. The company, where product and customer 
interaction is so intense, works as a retail laboratory with its 

all data. In today's digital transformation world driven by big 
data, Koçtaş accelerates its investments in order to better 
evaluate its potential.  Koçtaş, a registered R&D center since 
2018, focuses on R&D activities as well as operational 
efficiency, and is on its way to becoming a technology 
company that works with all its strength to build Retail 4.0. 
The global Pandemic, which has captured the world since the 
beginning of 2020, has directly affected both the way of 
doing business and customer behavior. Now, customers want 
to spend as little time as possible in physical stores and 
experience contactless shopping, and companies are trying to 
find innovative solutions to understand customer needs 
correctly and provide them with better service.  

Although visiting physical stores was an entertainment 
activity for customers in the past, people now tend to shop on 
digital channels due to the Pandemic. Even if the most 
important return for a retail company is measured by the 
growth of sales volume in both offline and online channels, it 
is of great importance that Koçtaş develops all kinds of 
activities that center customer and product interaction 
through all shopping channels. The main Artificial 
Intelligence Applications made to improve customer service 
at Koçtaş are as follows: 

II. VIDEO ANALYTICS 

Human Face and Point of the View Detection 

The market share of Video Analytics solutions used in 
retail stores was $ 4.10 billion in 2019, while it is expected to 
grow to $ 20.8 billion by 2027, with a growth rate of 22.7% 
[1]. The most important advantage of the solutions that 
reveal customer product interaction with image processing 
and artificial intelligence technologies is to determine the 
demographic structure of the customer and provide the 
products that are in demand in the stores with the right 
customer segment.  

One of the video analytical studies conducted by Koçtaş 
is to determine the pose of the human face. The most 
commonly used methods in the literature to estimate the pose 
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of the human face are landmark, density estimation methods 
or FSA-Net. However, FSA-Net was chosen due to some 
advantages it offers in this study. In short, FSA-Net creates 
spatial groups by encoding the pixel-level information of the 
feature map of a single image into spatial information and 
uses it to perform regression. Some of the advantages offered 
by FSA-Net are as follows; 

• FSA-Net requires much less calculation than landmark 
or density estimation methods. 

• The memory overhead in the Fsa-Net model is 100 
times smaller than other methods. 

• FSA-Net performs better than other methods used for 
estimating human face exposure.  

With this study carried out by Koçtaş, it will be possible 
to determine not only the pose of the human face but also the 
direction a person is facing. In this way, even based on the 
direction a customer is looking at, the products that a 
customer is interested in can be identified in the stores, they 
can be recommended from similar category products, and in 
this way, the customer will be able to experience a more 
pleasing shopping experience. In the advanced stages of this 
work, we can direct the customer / expert Koçtaş store 
employees to the customer with the applications used by 
Koçtaş, and enable the customer to evaluate the time in the 
fastest way.  

 

Fig.1. The direction of customer view-1. 

 

Fig.2. The direction of customer view-2. 

As can be seen in the pictures above, the pose of a person 
and the direction he is looking at have been clearly 
determined and shown with 3 different vectors. Among these 
vectors, where the human face is accepted as the center, the 
red vector shows the left side of the human face, the green 
vector shows the lower side of the human face, and finally 
the blue vector shows the direction the person is looking at. 
In this way, both the direction and the pose of the human 
being could be determined. 

III. INTERACTIVE KIOSKS 

Changing customer trends with the pandemic process 
have shown that the use of self-service points in the store has 
increased. It has been observed that customers carry out their 
in-store activities through kiosks in order to better manage 
their time. The kiosks available in Koçtaş stores can only 
perform basic functions such as simple ordering, user 
registration, invoice inquiry, product search and catalog 
viewing.  

However, as a requirement of digital transformation, 
interacting with customers has become a necessity over time 
by bringing these kiosks to a more interactive mode. As part 
of its marketing activities for quite some time, Koçtaş has 
been conducting surveys with customers via call centers and 
sms and determines NPS(Net Promoter Score) by trying to 
hear customers' voices better. These NPS results both direct 
campaign activities and determine sales strategies. In the 
future, these surveys will be realized by perceiving the voice 
of the customer through kiosks. When customers come to the 
kiosk, it will be sufficient to express their satisfaction with 
the store services with their own voices, and with the help of 
artificial intelligence, the feedback can be detected and 
categorized quickly. In addition, it will be sufficient for the 
customers to come to the kiosk and talk again for the 
categories and products they are looking for in the store, and 
they will be able to come in writing to the product / category 
search bar whose name is read. Moreover, Koçtaş is able to 
capture and monitor all kinds of feedback given by 
customers about the store digitally from social media 
platforms, and analyze them, and to better understand 
customer needs, eliminate problems or reveal new product / 
service approaches in order to hear the voice of the customer. 
Capturing and making meaningful of all these customer 
insights is done quickly thanks to artificial intelligence 
technology and even customer demographic structures can 
be determined. Better recognition of the customer can reveal 
what is more important in Koçtaş's key metrics. 

 

Fig.3. The kiosk in stores. 

The market for smart kiosks that can interact with people 
is expected to reach $ 32.8 billion by 2025, while it was $ 
26.2 billion in the world by 2020 [2]. The main reasons 
behind this growth are a better shopping experience for 
customers, cheaper investment costs than traditional stores 
for companies, successful store practices in terms of time 
management and ease of use. Virtual Digital Assistants 
constitute 30% of the interactive kiosk market. Virtual digital 
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assistants are a type of application that interacts with 
customers by voice, using natural language processing and 
artificial intelligence, like a staff member in their language. 

Koçtaş wants to use Natural Language Processing 
technologies in its stores by including it in its long-term 
strategic plans in its digital transformation journey. For this 
reason, the next application to be integrated into the kiosks in 
the stores will be the ability to perceive the needs of 
customers expressed with their local speech in Turkish by 
using natural language processing technology for Turkish 
language with artificial intelligence, and the ability to 
respond to the needs of the customers through the kiosk and 
to develop continuous dialogs with the customers.  With the 
application, where the product search service infrastructure 
has been completed with speech recognition, customers will 
able to access features such as ordering without the need of 
the store staff, asking for product information by scanning 
the QR code, asking for quick price and for aisle 
information, creating discount and campaign cards, ordering 
products that are not in the store and  shipping them to 
customer’s addresses. 

IV. DYNAMIC  CREATIVE OPTIMIZATION 

By the Dynamic Creative Optimization project that 
started in 2019, it was aimed to deepen the Koçtaş persona 
strategies and to detail the customer profiles. It was tested 
using 4 persona (garden & terrace owners, decoration enth, 
family w children, house movers, house renovators) created 
by analyzes made from data (1st pary & 3rd party) obtained 
as an alternative to standard targeting in personas used at 
first. and the users who have previously shopped above a 
certain basket average in the Koçtaş garden, decoration, 
heating and cooling categories are determined as the desired 
masses. By making programmatic advertisements on DV360; 
different products prepared with different colored banners 
were shown to each person. 3506 variations of size, persona, 
colors were extracted.  

These variations have been optimized in real time with 
Dynamic Creative Optimization using artificial intelligence 
technology. First of all with images ending with and without 
the Koçtaş logo, does the user want to click on the logo in 
the advertisement or is it enough to click the "Buy" button? 
tested on personas. As a result of the test, it was measured 
that the rate of users clicking on the Koçtaş logo in the final 
image was higher. 

 
Fig.4. The banners with logo and without logo. 

Secondly, the color experiment was made for all 
personas. Here, different colors were used together with 
Koçtaş orange. On the basis of conversion, the highest 
acquisition was achieved in black color. The second place 
was followed by the color blue. 

 

Fig.5. The different colored banners with logo and without logo. 

The aim of the project was to create the digital 
projections of the target audiences, to make more sense of 
the existing data, to design the most appropriate 
communication ways to reach customers and to provide cost 
efficiency. In this context, all available offline online data 
channels were examined. Updates were made for all 
personas by observing the changing customer behaviors due 
to the Pandemic effect that occurred during the project. The 
range of insights to be obtained has been expanded by 
supporting publications made with current personas on 
Google and Facebook with offline measurements. As a result 
of the project, the turnover increased by 76% compared to 
the campaigns made in the same period last year, while the 
offline Return of advertising spend value was 138.7. As a 
result of this project, Koçtaş provided a better customer 
experience by showing advertisements to customers about 
the products they are interested in, achieved cost efficiency 
in processes, and reached more in-depth information about 
personnel. 
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Abstract— Throughout the ages, the cumulative production 

of knowledge has been what drove civilization forward. 

Fundamentally, the knowledge synthesis process is the 

operation of extracting and analyzing meaning from 

unstructured data heaps. Humans have produced all this 

information within the speed and capacity of conscious 

processing. It can be claimed that due to humanitarian 

constraints, the amount of raw data is higher than the 

processed, moreover the ones that processed are also not 

sufficiently comprehensive. The production of architectural 

knowledge is also no different than this. Although how 

elaborate and extensive the data is, the product will be within 

the boundaries of the knowledge, interest, and capacity of the 

researcher. 

It can be claimed that all analytic work on entities is only a 

small part of this endless web of inferences that can be 

explored within the scope of human memory, capacity, and 

knowledge. Therefore, vast data and their network yet to be 

investigated by humans, promise much more than the 

discovered. 

The purpose of this study is to present a potential auxiliary 

platform or a tool to simulate this network of relationships. It 

would help turning the chaotic data into something meaningful 

and readable to the human. It can work to reveal uncharted 

relationships as an enhancement tool for researchers or as a 

form of augmentation of reality. Due to the abundance of data 

and the necessity for a systematic and consistent structure, 

artificial intelligence algorithms for such a tool that reproduces 

the network of relationships over architectural data has come 

to the fore. Thanks to its workable nature for architectural 

data, written documents, and Natural Language Processing 

(NLP) is considered as a powerful method. 

In this respect, the scope of the study covers two topics: The 

presentation of NLP as a possible tool for architectural 

knowledge; investigation of basic principles and definitions to 

be utilized for NLP based machine learning processes in the 

exploration and structuring of architectural knowledge. 

Keywords— architectural data, natural language processing, 

network model 

I. INTRODUCTION 

Cumulative production of knowledge has been handled 
by various approaches throughout the ages. With the 
uncontrollable data, there is a tendency to separate it into 
controllable and definable parts by categorizing and 

classifying it. However, due to humanitarian constraints, 
these approaches may cause injustice to the complexity of 
the knowledge that has been dealt with. Similarly, for the 
architectural data, no matter how elaborate and extensive the 
data is, the product will be within the boundaries of the 
knowledge, interest, and capacity of the researcher. It can be 
claimed that the vast data and the complex relations they 
hold yet to be discovered.  

The purpose of this study is to present a potential 
auxiliary tool to simulate this network of relationships 
aiming to manage the chaotic data into meaningful and 
readable knowledge to the human. 

Due to the abundance of data and the necessity for a 
systematic and consistent structure, artificial intelligence 
algorithms for such a tool that reproduces the network of 
relationships over architectural data have come to the fore. 
Thanks to its workable nature for architectural data, written 
documents, and Natural Language Processing (NLP) is 
considered a powerful method. In this respect, the scope of 
the study covers two topics: The presentation of NLP as a 
possible tool for architectural knowledge; investigation of 
basic principles and definitions to be utilized for NLP-based 
machine learning processes in the exploration and structuring 
of architectural knowledge. 

For this in-process work, a graphic knowledge-oriented 
content model is suggested. As a case study, due to logistic 
and documentation availability, “Ankara Roman Bath” was 
selected to be studied. As source data, it was decided to work 
with written content as it is one of the most manageable and 
storable data about entities.  To create the intended 
knowledge network, this project is held in two phases: The 
manual phase and the AI phase. In this extended abstract, the 
outcomes of the first phase will be discussed and the plans 
for the second phase will be mentioned. 

II. NETWORKED CONTENT TOOL FOR 

ARCHITECTURE 

A. Idea of a Networked Content 

Within every entity, there is a complex web of relations. 
This network exists independently of our knowledge and 
awareness. Although it is impossible to fully estimate its 
overall situation, an enhancement for human perception can 
be studied.  
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Therefore, the idea of a tool that can produce and 
simulate this invisible network came to the fore. Aiming to 
filter knowledge and create new relations, it may embody 
data into a comprehensible form for humans. Accordingly, 
an AI algorithm that scans all these relationships and 
resources can reveal many unexplored relationships and 
unstudied areas. With this aid, much faster results can be 
obtained than years of manual work in archives. 

B. Architectural Knowledge 

Questions of a possible data-science study for the 
architectural knowledge were the starting point for this 
research. Among knowledge of architecture, while there are 
various tangible elements such as material, structure, 
economy, and form which are easily detectable and 
documentable; many intangible elements are ignored. 
Numerous entities such as cultural, temporal, and spatial 
data, personal history, memories, and documentation are 
inalienable parts of the architecture.  

Although it is not intended to produce any theory or 
knowledge on architecture, the initial aim is to serve as a 
source and guide for these productions. 

III. PHASE ONE: MANUAL STUDY ON 

OBSIDIAN APP 

Before the Artificial Intelligence integration, a manual 
trial phase was conducted to understand the nature of the 
relational situation. In this sense, a "backlinking based 
notetaking" tool, Obsidian [1] computer application, was 
selected. Promoted as a “Second Brain” these type of 
notetaking applications creates bi-directional linking system 
from the tagged texts. Obsidian was preferred due to its 
usage of local Markdown files and its semantic labeling 
system that causes efficient and controllable productions of 
knowledge network graphics (Fig. 1). 

Fig. 1. Knowledge Network Graphic in Obsidian 

When a word group in each text is enclosed in brackets in 
the "[[…]]" format, it creates a markdown file in the local 
folder. According to the system called "Backlinking", a 
backward relationship is established between text pages 
containing the same tag (Fig 2).  

 

 

 

Fig. 2. Text Tagging Example 

A. Manual Study 

The comprehensive study by Mahmut Akok [2] was 
determined as the main source for the study therefore the 
source language, Turkish, was pursued. 

From the starting point "Ankara Roman Bath", a 
centralized approach was taken and progressed as primary, 
secondary, tertiary links. Those that are directly related to the 
Roman Bath were considered as the primary link; those that 
do not were, accepted as secondary or tertiary links. As the 
center was "Ankara Roma Hamamı", primary links might 
have included “Ankara”, “Roma”, “Hamam”, “Roma 
Hamamı”, also the location “Ulus”, “Çankırı Caddesi” and 
the year it was discovered “1937” and so on. Secondary 
connections were all the connections that were done around 
these primary tags.  

The text tagging process is done by the author manually, 
automated backlinking is done by the application. Therefore, 
this phase is not a fully automated process.  

Some of the outcomes of this pre-study are: 

• The singular use of phrases is preferred, with some 
exceptions. 

• The adjective, noun, and adverb phrases are mostly 
taken as a whole, then get fragmented within their tag 
pages. 

• It is necessary to associate the concepts that are in a 
semantic relationship in the same sentence. 

• Synonyms can be identified by their context. 

• Source documents are named as "D_File Name" to 
assert tag types.  

• Language choice is important for the NLP linguistic 
analysis. 

• It is a personalized transformation process of selected 
data to knowledge and the system does not have to be 
fully comprehensive. However, biased outcomes need 
to be studied.  

IV.  PHASE TWO: TEXT ANALYTICS AND NLP 

Any classifications are avoided with the expectation that 
the complex data will produce its own content. Therefore, a 
non-hierarchical production is aimed through text analytics. 
Text analytics is a series of software and transformation 
processes that investigates the value in “unstructured” text. It 
converts sets of content into a related data source. It involves 
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visualization, data-mining, and natural language processing 
(NLP) [3]. 

Artificial intelligence libraries used by the Python3 
programming language have been examined. Libraries such 
as the Natural Language Tool Kit (NLTK) [4] and core NLP 
[5] will be evaluated for use. As in every field, the 
architecture contains certain meaning patterns and glossary 
within. Considering the manual work, it is planned to study 
the text analysis of architectural discourse within the scope 
of NLP technology. Accordingly, “Art & Architecture 
Thesaurus® Online” from the Getty Vocabularies as Linked 
Open Data [6] will be considered. NLP methods such as 
Tokenization, Lemmatization, Stemming, Chunking are 
planned to use and get integrated with the network system. 
With less a manual effort of the human mind, it is hoped to 
develop a novelty to architectural knowledge production. 
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Abstract—In this study, the rod, which is one of the most 

common grounding types used in electrical grounding 

the numerical calculation of the potential distribution around 

the grounders while performing their functions is presented. 

Numerical calculation of the problem was made using an 

original computer program developed with artificial 

intelligence method. The study gives the size and change of step 

and touch voltages, which are important for the life safety of 

living things, and offers a different approach option for 

calculating the potential distribution around electrical 

grounding. 

Keywords—artificial neural networks, potential distribution, 

grounding, rod electrode  

I. INTRODUCTION 

Electrical grounding is an electrical facility in order to 
protect the objects especially people, living things, electrical 
circuits and the elements from the dangerous voltages due to 
sudden and huge life threatening potentials. Simply a 
grounding facility consists of grounding conductors and 
buried groundings. It pours the currents occurred under fault 
conditions into the soil without creating dangerous voltages 
for its environment. 

The voltage value around a grounding facility is closely 
linked to the burial environment and conditions of 
grounding, the type of material and dimensions. 

In short circuits as a result of events such as jumping, 
puncture, touching and attachment or electrical discharge in 
lightning, high currents pass through grounding facility. The 
level of tension that will arise in the grounding facility and 
its structures depend on grounding resistance, or in general it 
depends on its impedance. And the grounding resistance 
depends on the characteristics of the soil and grounding. This 
apparent chain of connection has been the subject of many 
studies. [1 - 4].  

Determination of ground resistance due to grounding 
geometry (rod, plate, strip, pipe etc), dimensions, burial 
depth, the self-resistance of the soil, theoretical and 
experimental studies have been the focus of attention [1 - 6]. 

In literature, to determine the grounding resistance 
analytical and numerical many formulas and methods are 
given according to regulations and standards [7, 8].  

When the current passes though the grounding with a 
certain resistance, voltage occurs at the grounding relative to 
the reference soil and a potential distribution arises between 
them (Fig. 1).  

The reference soil concept mentioned here is the part of 
the land on which the potential around the grounding is 
supposed to be theoretically zero. In practice at a distance of 
about 20 m from the grounding is considered as reference 
part of it. 

 

Fig. 1. “Tension Axis, U (V)”, “Potential Distribution, 1”, “Distance Axis, 

x (m)”, “Land, 2”, “Grounding Voltage, Utk”, “Grounding, 3”, “Step 

voltage, Ua”, “Reference Soil, 4” 

Potential distribution around a grounding, determines the 
magnitude of touch and step tensions. The potential 
difference which is 1 m distance from the touched place is 
called as touch voltage; the potential difference between two 
legs in a 1 m long step is also called the step voltage. Both 
voltages should be within non-dangerous limits. Different 
formulas are used to obtain this knowledge in practice [7- 8]. 

In this study, the potential distribution around a rod 
grounding which is one of the widely used grounding types 
in practice, was calculated using two machine learning 
algorithms, random forest and neural networks. 

II. RANDOM FOREST 

Random Forest (RF) was proposed by Breiman in 2001 
[9] to overcome the shortcomings of decision trees. RF 
combines CART (Classification and Regression Tree) and 
the bagging algorithm and builds a new decision tree set 
based on ensemble learning methods. In the RF model, the 
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outputs of the regression are obtained using the simple 
average of a single tree.  

Random forest is a machine learning algorithm which 
constructs multiple decision trees (bootstrap data) at random, 
and make decisions (bagging) according to the majority 
output of the trees. It uses “voting” for classification 
problems and “average” for regression problems. The 
reasons why that method is chosen are; it reduces the risk of 
overfitting, requires less training time, gives highly accurate 
predictions and estimates missing data.  

Equation (1) is used for regression problems that is an 
arithmetic mean operation that gives the maximum value 
from the predicted ones. 

 

                           (x) = (1/J) j=1
J hj (x)                             (1)                           

   

 
In this study, a random forest model of 2.000 trees (Fig. 

2) has been built in R programming language. Four attributes 
of 407 experimental variables, namely Vposx, Vposy, Vnegx and 
Vnegy which are the potentials in each coordinate between the 
grounding and the reference soil have been used as inputs. 
90% of the variables was allocated as training dataset, and 
the remaining was used for the tests. 

 

Fig. 2. Total number of random trees output of R program 

III. ANN 

Artificial Neural Networks (ANN) is a technique inspired 
by the way the human brain processes information. The 
human brain is made up of neurons which connect to each 
other in various ways to form a neural network [10].  

ANNs can artificially solve problems that require the 
natural abilities of people to think and observe in the 
mathematical environment. Learning is carried out by 
training the created mathematical artificial neural network 
using examples. An ANN whose training process is 
completed can mathematically perform operations that are 
difficult to do with arithmetic methods such as classification, 
recognition, optimization and future predictions. 

The model has been built using aforementioned four 
attributes as input variables and 50 hidden layers, with the 
activation function named logistic algorithm, in R codes. The 
output of the program is seen in the Fig. 3. 

 

 

Fig. 3. Illustration of neural network model output of R program 

IV. RESULTS 

In literature, generally classical numerical methods like 
finite difference method have been used. However, according 
to our studies it has been proven that on widespread 
grounding type which is rod grounding, the potential 
distribution around the grounding can be found by using 
machine learning methods. 

Table 1 shows ten of test dataset including real voltage 
values and predictions of both neural network and random 
forest methods. 

TABLE I. INPUT AND OUTPUT DATA OF POTENTIAL 

DISTRIBUTION  

Vposx Vnegx Vposy Vnegy Vreal Vann_pred Vrf_pred 

53.46 39.43 0.00 44.78 45.90 28.45 48.37 

51.89 38.51 45.90 41.73 44.78 28.96 56.78 

47.99 35.89 44.78 37.26 41.73 28.59 41.72 

42.65 31.94 41.73 31.85 37.26 27.99 36.95 

36.47 27.03 37.26 25.87 31.85 26.89 31.99 

29.84 21.54 31.85 19.57 25.87 24.79 25.64 

22.96 15.77 25.87 13.11 19.57 20.81 19.67 

15.91 9.87 19.57 6.57 13.11 14.03 13.30 

8.55 4.27 13.11 0.00 6.57 6.88 6.44 

45.90 33.57 0.00 38.51 39.43 28.45 44.21 

… ... … … … … … 

Comparing the output performances, it is showed that the 
RF model has more precise prediction than the ANN model. 

In Table 2, comparision matrix of model performences is 
given. As it is clearly seen, RF model gives the lowest 
MAPE, MSE and RMSE values. 

TABLE II. COMPARISION MATRIX  

METHOD MAPE MSE RMSE 

RF 3.996841 8.179371 2.85996 

ANN 13.80443 32.15212 5.670284 

Reliable forecast of potential distribution is vital for an 
electrical facility in terms of protecting objects from 
dangerous voltages.  

Unlike other studies, in this study artificial intelligence 
technics mainly machine learning algorithms have been 
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applied for investigating the electrical distribution around a 
grounding system.  
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Abstract— Recommender systems (RSs) with artificial 

intelligence have changed the relationship between business 

and consumer. RSs with artificial intelligence cause the 

entrepreneur to understand the consumer’s behavior. By 

understanding the consumer, the business section has better 

demand management and supply chain. Now it is possible to 

deploy the product before its order. On the other side, the 

recommender systems have advantages for consumers like 

finding the desired product with personalized suggestions 

and visual research, personalized marketing methods, 

uninterrupted costumer support with chatbots, reliability 

and speed. Besides its advantages recommender systems 

have ethical problems. RSs can learn the patterns of 

consumer’s behaviour by processing of personal data and 

profiling. This creates ethical problems within the scope of 

protecting individuals' personal data. In order to overcome 

these ethical problems, General Data Protection Regulation 

(GDPR) came into force across the European Union on 25 

May 2018. Our evaluation focuses two basic user behavioral 

outcome the intention of use RS and the intention of 

purchase.  

Keywords— Recommender system, artificial intelligence, e-

commerce, e-marketing, ethical problem. 

I. INTRODUCTION 

E-commerce is the newly emerging field of business. 
While the ratio of e-commerce volume to general trade 
was 9.8 percent in 2019, it increased by 5.9 points in 2020 
to 15.7 percent on average [1]. E-commerce deepens the 
relationship between business to the customer so it 
changed the supply chain and demand management. Using 
artificial intelligence-supported RSs, the item (in our case 
product) can be delivered to the storage before demand 
occurs. RSs offer many opportunities for e-commerce but 
it also has ethical problems. An efficient recommendation 
system should be accepted as a trusted one by the user 
(customer). This study aims to evaluate RSs from the 
perspective of the user. 

II. RECOMMENDATION SYSTEMS IN 

E-COMMERCE 

 RS in its simplest definition, tools, and techniques 
providing suggestions for products and services to users. 
RS is not a unique concept to the internet and e-commerce. 
We have been witnessing RSs on traditional media tools. 
Traditional media use non-personalized recommendations. 
This kind of marketing strategy can only address one 
group as the smallest target audience On the other hand 

personalized marketing defines a customer as an individual 
and having a tailored marketing mix designed for that one 
customer [2].  RSs use different techniques for every user 
so it helps to create demand and manage the supply chain. 
With a more detailed definition, RS in e-commerce is a 
personalized information filtering technology, used to 
either predict whether a particular user will like a particular 
item (prediction problem) or to identify a set of N items 
that will be of interest to a certain user (top-N 
recommendation problem) [3].   

RSs help providers to increase the number of items 
sold, sell more diverse items, increase user satisfaction, 
increase user fidelity and better understand what the user 
wants [4].  A good example of RS in an e-commerce 
application should convert browsers to buyers [5].  From 
the perspective of user RSs help to find items related to 
users’ interests, save time spent searching for the relevant 
product, help to create interaction-driven e-commerce 
applications, provide decision support technology to the 
users,  optimize supply chain and logistic facilities to faster 
delivery options.  

Different types of RSs are using in e-commerce 
applications. Content based RS depends on the previous 
actions and responses to the user. “A content-based 
recommendation system builds a user profile based upon 
the previously rated items by the user.” [6].  Content based 
RSs use proper techniques for representing the items and 
producing the user profile. Generally, a highly structured 
content based RS has three component; content analyzer to 
create sturectured data to extract relevant information, 
profile learner collects data representative of the user 
preferences and tries to generalize this data, in order to 
construct the user profile, and filtering component builds 
the user profile to suggest relevant items by matching the 
profile [7].   The second type of RSs is collaborating 
filtering methods. This type use opinions of other users 
rather than one specific profile. Collaborating filtering 
relies on a utility matrix to represent items. “Collaborative 
filtering uses similarities between users and items 
simultaneously to provide recommendations.” [8]. The 
third type of RSs is the hybrid model. This model use 
techniques are combined like content based and 
collaborative filtering to overcome shortcomings. 

Content based RSs have advantages like user 
interdependence, transparency, and capability of 
recommending items not yet rated by any user [7].  But 
also have shortcomings such as limited content analysis, 
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over-specialization, cold start problem. Collaborating 
filtering does not need to analyze content because in 
collaborating filtering the user profile is the set of ratings 
given to different items [9]. Collaborating filtering does 
not have cold start problem and it captures the change in 
user interests over time. The disadvantages of 
collaborating filtering are problems with fresh items, data 
sparsity, and scalability [10]. 

III. THE INTENTION OF USE AND PURCASE 

 RSs can predict the purchase behavior of the user and 
also manipulate it. Traditional supply chain management 
can not handle the massive interaction data and speed. To 
improve the effectiveness the business section should 
comprehend e-commerce as a whole, and smart supply 
chain management should be used. “The intelligent supply 
chain system can bring about improvement and 
optimization through improving the effectiveness of 
demand management.” [11]. RSs help providers to analyze 
demand with real time-data. Demand forecasting reduces 
the cost of storage and increases the speed of delivery. RSs 
can also manipilate demand. Dadouchi and Agard try to 
shift the demand from one item to another concerning the 
supply chain [12]. If we can change the demand to item 
existed in storage, we can reduce the cost and the time.  

RSs effectiveness of creating the intention to use relies 
on sharing data. Content based RS needs a user profile 
created from the data of previous interactions and 
collaborating filtering method mimics the user via ratings 
given to different items. GDPR has strengthened data 
protection safeguards regarding personal information. 
GDPR  defines personal data to be any information 
relating to an identifiable natural person [13].  According 
to GDPR, all identifying data must be protected. RSs use 
pseudonymised data. Pseudonymization  prevent us from 
identifying data subjects.  Content based RSs have 
advantages as transparency and users’ control. We evaluate 
the awareness of how RSs use data. 

IV. METHOD 

To evaluate recommendation systems from the 
perspective of the user we use the survey method. We 
applied ResQue Model created by the Human-Computer 
Interaction Group. The model focused on four users' 
believe; transparency of RS, control over it, perceived 
usefulness of RS, and perceived ease of use. This user 
believes cause two user attitudes trust & confidence and 
overall satisfaction. The outcome of trust & confidence is 
purchase intention and the outcome of overall satisfaction 
is use intentions. Using ResQue model we can understand 
the acceptance degree of the user to share their data with 
AI in exchange for a good recommendation and the effect 
of AI-supported RS to create demand.  We applied the 
questionnaire to te students of Kavram Vocational School. 
The scale of our questionnaire is calculated as 328. Only 
72 students participated in the survey because of Covid-19. 
Therefore, we cannot process the data with the SPSS 
program. We plan to reach a sufficient number of people 
and analyze the data with the SPSS program in future 
studies. 

 

 

V. RESULTS 

     73,6% of respondents are women and 56,9% of age 

under 20. When we analyze users’ attitudes we can see 

that overall satisfaction of RSs are low, only 7,6% of users 

strongly agreed with the statement “Overall, I am satisfied 

with the recommender.” Confidence and trust attitudes 

come from the belief of control over RS and transparency. 

26,58% of users believe in control and transparency. Only 

16% of users trust RSs as an outcome of these beliefs. 

When we evaluate the intention of use, 25,5% of 

respondents find RSs useful and likely to use, 47,36% 

disagree with it. The intention of purchase tested with 

“The information provided for the recommended items is 

sufficient for me to make a purchase/download decision.” 

and “I would buy the items recommended, given the 

opportunity.” statements. 22,4% of users find RSs 

effective for the intention of purchase, 46,4% disagree 

with the statements. 

VI. CONCLUSION 

 RSs offers possibilities to increase e-commerce 

volume. Artificial intelligence can help to operate e-

commerce as a whole. RSs is not a zero-sum game. Both 

business section and consumers might win. Consumers 

(users) can save time in e-commerce and find related 

items easily. Business increase profit rate by reducing 

logistic and storage cost. The demand of consumers can 

be manipulated and predicted by intelligent supply 

management. We applied a questionnaire to students of 

Kavram Vocational Scholl. As results, we can see that 

RSs are not efficient in Turkish e-commerce applications. 

Users find it hard to use and control RSs, and RSs 

insufficient to affect purchase behaviors.  
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